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Summary
The hippocampus is critical to remembering the flow of events in distinct experiences and, in
doing so, bridges temporal gaps between discontiguous events. Here we report a robust
hippocampal representation of sequence memories, highlighted by “time cells” that encode
successive moments during an empty temporal gap between the key events, while at the same
times encoding location and ongoing behavior. Furthermore, just as most place cells “remap”
when a salient spatial cue is altered, most time cells form qualitatively different representations
(“re-time”) when the main temporal parameter is altered. Hippocampal neurons also differentially
encode the key events and disambiguate different event sequences to compose unique, temporally
organized representations of specific experiences. These findings suggest that hippocampal neural
ensembles segment temporally organized memories much the same as they represent locations of
important events in spatially defined environments.

Introduction
A fundamental feature of episodic memory is the temporal organization of serial events that
compose a unique experience (Tulving, 1972, 1983). Considerable data indicate that the
hippocampus is critical to episodic memory in humans (Vargha-Khadem et al., 1997;
Steinvorth et al., 2005) and animals (Fortin et al., 2004; Ergorul & Eichenbaum, 2004; Day
et al., 2003). Specific to the temporal organization of episodic memory, the hippocampus is
essential to remembering unique sequences of events as well as the ability to disambiguate
sequences that share common events in animals (Fortin et al., 2002; Kesner et al., 2002;
Agster et al., 2002) and humans (Kumaran & Maguire, 2006; Ross et al., 2009; Lehn et al.,
2009; Turbidy & Davachi, 2010; Brown et al., 2010). Furthermore, studies on animals
(Meck et al., 1984; Moyer et al., 1990; Agster et al., 2002; Kesner et al., 2005; Farovik et
al., 2009) and humans (Staresina & Davachi, 2009; Hales et al., 2009; Hales & Brewer,
2010) have shown that the hippocampus is particularly involved in bridging temporal gaps
that are devoid of specific external cues in order to bind discontiguous events that compose
sequential memories.

How do hippocampal neurons represent the temporal organization of extended experiences
and bridge temporal gaps between discontiguous events? To investigate these issues, we
recorded hippocampal neural activity as rats distinguished sequences composed of two
events separated by a temporal gap (Figure 1; Kesner et al., 2005). Each trial began with the
rat sampling one of two objects, followed by a 10 s empty delay, then as the delay ended,
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finished with presentation of one of two odors mixed with playground sand in a flower-pot.
Each odor was associated with one of the objects, such that if the odor followed its paired
object, the rat could dig in the sand to retrieve a buried reward (Go response). Alternatively,
if the odor followed the object with which it was not paired, no reward was available in the
odor pot; but if the animal withheld digging (NoGo response), a reward could be obtained at
a separate location. Importantly, even though the sequences were presented repeatedly, on
each trial the rat had to remember the initial object in order to respond correctly to the odor
presented at the end of the sequence. This paradigm provides the opportunity to examine
whether hippocampal neurons encode sequential events and to explore how hippocampal
neuronal activity bridges and disambiguates the identical empty delay between the object
and odor that compose each sequence.

Results and Discussion
Rats learned the sequences over several training sessions, then performed the task as
recordings were taken from multiple tetrode arrays implanted in the pyramidal cell layer of
dorsal CA1. Here we focus on six 72–117 trial recording sessions from 4 rats where average
performance was 77± 5% (range 71 – 84%). Using established criteria, a total of 333
putative pyramidal neurons were isolated (56 ± 20.33/session; range 18–73). The overall
average firing rate of these cells was 0.44 ± 0.40 Hz, consistent with the low firing rate
typically observed in pyramidal cells. In addition, we distinguished pyramidal cells from
putative interneurons by spike waveform analyses (see Methods) and none fit the same
cluster criteria on the same electrode across sessions. We analyzed the firing patterns of all
neurons that fired ≥ 0.1 Hz during a key trial period (Figure 1): the Object period, when the
rat’s nose approached within 1 mm of the object for 1.2 s; the Delay, when the rat entered
the Delay zone for approximately 10 s; and the Odor period, when the rat’s nose crossed
over the lip of the odor pot for a maximum of 1.2 s or when the rat withdrew, thus ensuring
that the rat’s nose was over the pot during the Odor period.

Hippocampal neurons fire at successive times in each trial period
Figure 2 illustrates the firing patterns of representative neurons active in each period. 215
neurons (65% of the total recorded) were active in one or more periods (128 or 59% in more
than one period). Of the 99 neurons (30% of the total recorded) activated during the Object
period, a broad range of firing patterns was observed, differing in onset time and maximum
firing rate (Figure 2, column 1). Some neurons had phasic responses within the first 500 ms
and others activated later with responses sustained to the end of that period. The 175
neurons (53% of the total recorded) that fired during the Delay were typically striking in
their selectivity to specific moments in the Delay (Figure 2 column 2 depicts the firing
patterns of 7 simultaneously recorded neurons). Finally, the 93 neurons (28% of the total
recorded) that responded during the Odor period also fired at successive times and the
magnitude and pattern of activation differed considerably (Figure 2 right column). Of these,
48 (52%) responded differentially depending on whether the Odor period was followed by a
Go or NoGo response (17 more strongly on Go trials and 31 more strongly on NoGo trials;
these proportions did not significantly differ; binomial test, two-tailed; H0: p = 0.5; p =
0.06).

Neuronal ensembles signal time, as well as location and behavior, during the Delay period
We call the neurons that become active during the temporal gap between object and odor
presentations “time cells” because, similar to hippocampal “place cells” that fire when the
rat is at specific loci in a spatially defined environment, time cells fire at successive
moments within a temporally defined period. This characterization of these cells is most
striking in larger ensembles of neurons recorded simultaneously. Figure 3a–d illustrates
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averaged normalized firing rates across all trials from four representative recordings sessions
for each rat, including only cells that met a minimum criterion for Delay activity. In each
case, the mean peak firing rate for each time cell occurred at sequential moments, and the
overlap among firing periods from even these small ensembles of time cells bridge the entire
Delay. Notably, the spread of the firing period for each neuron increased with the peak firing
time, which might reflect an accumulated error in timing from the outset of the Delay (e.g.,
Gibbon et al., 1984), non-linear time coding (e.g., Staddon and Higa, 1999), or both. At the
ensemble level, the neural population in each session strongly encoded the time passed
between moments in the Delay (Figure 4a; linear regression F(7, 29) = 10.05, p<0.001),
similar to our previous report of population coding of sequential events (Manns et al., 2007;
see Supplemental Material).

Location, head direction, and running speed, could also account at least in part for the
apparent temporal coding (McNaughton et al., 1983; Leutgeb, 2000; but see Muller et al.,
1994; Czurkó et al., 1999). To determine whether a time signal is present when these factors
are removed, we used a Generalized Linear Model (GLM) that included time, X–Y position,
head direction, speed, velocity and interactions among these variables to characterize all
neurons in each ensemble for which the parameters converged on their maximum likelihood
estimates (see Supplemental Material). Furthermore, using a specific type of projection, we
block-diagonalized the covariance matrix of the estimated parameters to isolate the part of
the time covariate that is independent from all remaining covariates, providing an index of
pure temporal modulation (see Supplemental Material). The results show that, even when
the influences of location, direction, speed, velocity, and their interactions are removed,
temporal modulation for each neuron still selectively peaks at specific moments and the
temporal organization of these timing signals is preserved across the ensemble and bridges
the Delay period (Figure 3e–h).

To investigate in detail how location and behavioral variables influenced firing patterns, we
first examined whether the rats developed stereotyped behavioral sequences, often observed
during periods that precede a reward (Skinner, 1948). Behavior was indeed partially
stereotyped such that during the first second of the Delay, rats typically ran directly to the
end of the Delay zone, then retreated back towards the beginning. Subsequently, they
typically reared against one wall and occasionally changed location (Figure S1), thus
permitting an analysis of the extent to which time and other factors influenced firing rate
during these mediating behaviors.

We first computed the neuron’s firing rate with reference to the rat’s position during the
entire Delay using traditional occupancy normalized firing rate histograms and also created
spatial firing rate maps for each successive 1-sec segment of the Delay (Figure 5 illustrates
the results from 15 simultaneously neurons; see Methods). This analysis revealed that most
of the space occupied by the rat during the first second of the Delay is not occupied again.
However, there was substantial overlap among the positions that were occupied from 1 s
until the end of the Delay, allowing an examination of how firing patterns changed over the
remainder of the Delay. Remarkably, each of these neurons fired only when the rat was at
one place, but its firing rate varied across time. Thus, for each neuron shown in Figure 5,
one can see that the cell fired maximally, or only, within some of the time segments, even
though the rat occupied the same places in other time segments. ANOVAs indicated that 87
out of the 167 Delay neurons (52%) varied in firing rate over Time independent of Position
(significant main effect of Time; p ≤ 0.05). Thus, confirming the results of the GLM
analyses described above, the firing rates of most hippocampal neurons signaled a
combination of time and space. These convergent results indicate that, in addition to their
well known spatial coding, temporal coding is a robust property of hippocampal neurons.
We also conducted the same analysis on the influences of head direction and running speed
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during the Delay (Figure S2). ANOVAs revealed a main effect of Time in relation to head
direction and running speed for 73% (122/167) and 79% (132/167) of Delay neurons
respectively. Both of these proportions were higher than that observed for position,
indicating that the firing rates of these cells was more influenced by time than by head
direction or running speed (χ2

1 test, both p’s < 0.001). In addition, for 77 out of these 167
Delay neurons (46%), the firing rate in relation to location, head direction, and running
speed depended on the passage of time during the Delay. These analyses indicate that, while
time is strongly signaled by these neurons, their activity also reflects location and behavioral
variables.

Finally, because of the prominent role of place coding in views on hippocampal neural
activity, we focused an additional analysis on a direct and quantitative comparison of the
influence of time and location on neural activity during the Delay period; these analyses do
not consider direction, speed, or their interactions. Using our GLM framework, we
computed the likelihood of the data making use of only Space or Time as the main variable
and compared them to the likelihood of the data using a model that included the other
variable as a covariate (see Methods and Supplemental Material). These analyses indicated
that Time was informative in addition to Space for 131 (75%) of the Delay neurons (χ2

5 >
11.1, p < 0.05). Similarly, for 138 (80%) of the Delay neurons, the addition of Space
augmented the amount of information already provided by Time (χ2

5 > 11.1, p < 0.05).
These proportions do not differ (χ2

1 = 0.6, p = 0.43).

For 48 of the 175 Delay neurons (27%), activity was best explained using only Time or
Space because including both as covariates did not sufficiently improve the model. To
evaluate whether Space or Time was more influential in these neurons, we compared the
goodness of fit measure (i.e., the Akaike Information Criterion) obtained for a model that
included only Space or only Time. For 20 out of these 48 neurons, Time provided a better fit
than a model that included only Space while Space provided a better fit in the remaining 28
neurons. These proportions do not differ (χ2

1 = 2.04, p =0.15). Nevertheless, for the majority
of the Delay neurons (127/175 or 73%), both Space and Time together provided
significantly more information than either variable by itself suggesting that both influence
their activity. For these neurons, we also asked which dimension was more informative by
defining a neuron’s spatiotemporal information content (STIC). For each neuron, the STIC
was computed by noting the increase in the likelihood of the model when one covariate –
Space or Time – was added to a model that already included the other variable. The STIC
was defined as positive when the addition of the Time covariate to the Space model was
relatively more informative than the addition of the Space covariate to the Time model.
Similarly, the STIC was negative when the opposite pattern was observed. The STIC of 67
neurons favored Time while that of 60 neurons favored Space (Figure S3), and the mean of
the distribution of STICs across the neuronal population did not differ from 0 (single sample
t-test, H0: mean of the STIC = 0; t126 = 0.18, p = 0.86). Therefore the population is
equivalently influenced by both variables and, within the population, the relative
information provided by each dimension varies along a continuum. The combined results of
these analyses show that activity during the Delay reflects a balanced combination of spatial
and temporal information across the population.

Hippocampal time cells encode absolute and relative time, or “re-time” during the Delay
period when temporal cues are altered

We next examined whether time cells consistently represented absolute or relative time
within the Delay when the duration of that period was altered. In separate sessions that
involved three of the four rats, we recorded from an additional 237 neurons (79 ± 27 per
session) as the animals performed the task in three Blocks of trials. For two rats, the Delay
in the first Block was approximately the standard 10 s. The second Block of trials began
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with an abrupt and approximate doubling of the Delay. In the third Block, the Delay was
returned to the standard. For the third rat, the first Delay was 5.7 s, the second 11.6 s and the
third 19.8 s. The three rats performed an average of 55 (range = 46 – 69) trials during Block
1, 59 trials (range = 36–73) during Block 2, and 45 trials (range = 22–90) during Block 3.

We analyzed 80 neurons (34% of the total recorded) whose activity exceeded 0.1 Hz during
the Delay of at least one of the trial Blocks. We used a cross-correlational method to test
whether the temporal firing pattern of each neuron reliably differed across Blocks (see
Methods and Supplemental Material). This analysis identified 29 neurons (37% of the active
population) whose Delay activity was similar across Blocks of trials. We consider these
neurons with stable firing patterns to represent absolute time since the onset of the Delay.
Examples of absolute-time cells that fire at successively later times into the Delay are shown
in the first (from the left) four panels of Figure 6a. We also modified the cross correlational
analysis to explore whether neurons rescaled their Delay activity consistent with the
doubling in the length of the Delay. Here data from the longer Delay was compressed to
match the time scale of the shorter Delay, and this analysis identified 5 neurons that rescaled
their activity, suggesting these cells signaled relative time in the Delay; an example of a
relative-time cell is presented in the last panel in Figure 6a.

The remaining 51 neurons (63%) altered their firing patterns to changes in the Delay in a
manner not explained by absolute or relative timing — a phenomenon we will refer to as
“re-timing”. When spatial or other variables are changed, hippocampal place cells “re-map”
by quantitative changes in firing rate or by qualitative changes in firing pattern including
ceasing their activity, becoming active, or changing the place associated with high firing rate
(Leutgeb et al., 2005a). Here, similarly, time cells “re-timed” by changing firing rate or by
ceasing activity, becoming active when they were previously inactive, or changing their
temporal firing pattern when the Delay was increased. Figure 6b provides examples of the
variety of re-timing responses to increasing the Delay. The first (from the left) cell fired
briskly early in the Delay of Block 1, then faded several trials into Block 2. The second cell
showed the opposite pattern: weak activity early in Block 1 and strong early firing after the
Delay was increased. The third and fourth cells did not fire in Block 1 and formed distinct
timing patterns in Block 2. Finally, the fifth cell was active both early and late in the Delay
in Block 1 and its response to lengthening the Delay was to maintain both times, one relative
to beginning and the other relative to the end of the Delay. Note that re-timing typically did
not occur immediately when the Delay was increased. Comparisons of firing rates within the
“time-fields” across trials after the Delay was increased showed that re-timing did not
happen immediately but occurred after a variable number of trials, either suddenly or
gradually, in different cells (Figure S4).

Neurons that showed absolute and relative timing, as well as re-timing were observed in
simultaneously recorded ensembles, ranging 29–54% for absolute and relative timing versus
45–71% for re-timing, suggesting each neuron coded moments in the Delay independently
of the others. In addition, two rats were returned to their standard Delay during Block 3,
allowing us to assess whether neurons that re-timed returned to the pattern of activity that
was observed when the standard Delay was reintroduced. The cross correlation analysis
indicated that most neurons (90%, 46/51) that re-timed in Block 2 maintained the altered
pattern through Block 3, similar to the hysteresis reported for partial remapping of place
cells (Leutgeb et al., 2005b). The remaining 5 neurons appeared to return to a firing pattern
in Block 3 that resembled that in Block 1. Examples of both types of responses in Block 3
are presented in Figure 6b.

One possible explanation for re-timing is that the performance of the rat deteriorated when
the Delay was lengthened. For two rats, changing the Delay had no apparent effect on
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performance and this was confirmed by comparing performances in each Block (two-sample
t-tests; all p’s> 0.17). A third rat did show a transient decrease in performance from Block 1
to the first third of Block 2 trials (two-sample t-test; t58 = 3.25, p = 0.002). However, its
performance recovered during the last two thirds of Block 2 (two-sample t-test; t71 = 2.07, p
= 0.04) and was otherwise stable throughout the recording session (for all remaining
comparisons: two-sample t-tests, all p’s > 0.18). Note also that, whereas performance for all
rats was equally strong in Blocks 1 and 3, when the lengths of the Delays were equal, re-
timing that occurred in Block 2 often persisted into Block 3. Thus, re-timing appears
unrelated to changes in task performance.

It is also possible that re-timing might be secondary to changes in the locations the rat
occupied during sequential time segments when the Delay was lengthened. To address this
possibility we compared second-to-second spatial firing rate maps for the early part of the
Delay across all trial Blocks. Figure 6c-f shows examples of four neurons whose spatial
activity strongly depended on time within particular trial Blocks. Between Blocks,
lengthening or returning the Delay to its standard length brought about robust changes in
temporal firing patterns, even though the rats occupied the same locations at comparable
times in all trial Blocks.

These results show that re-timing is not attributable to differences in behavior during Delays
of different lengths, but rather is caused by altering a highly salient temporal parameter that
characterizes the Delay event. Combining these findings, changing the duration of the Delay
revealed that, while a minority of neurons encode absolute or relative time, the majority
form qualitatively distinct representations when the critical temporal cue was altered and
most of these maintain the new patterns when the delay is shortened to the original length.

Hippocampal neuronal ensembles signal time during the Object and Odor periods
In order to assess whether a neuronal ensemble tracked the passage of time at each trial
period, we used a two-way ANOVA using factors Lag and Trial Period to compare the
similarity of the population vector at different lags during the Object, Odor and first 1.2 s
(Early) and last 1.2 s (Late) phases of the Delay period. This analysis revealed a main effect
of Lag (F(4, 20) = 34.74, p< 0.001), Trial Period (F(3,15) = 9.94, p = 0.001) and an
interaction between the two factors (F(12,60) = 3.17, p=0.002). Separate one-way ANOVAs
confirmed a main effect of Lag (all p’s < 0.002) and a significant linear component (all p’s<
0.03) such that the population vector became less similar as Lag increased during all trial
periods, indicating temporal coding throughout the trial. Furthermore, a comparison of the
change in the similarity of the population vector between Lag 1 and Lag 5 (ΔL) indicates
that time is coded at higher resolution early in the trial (F(1, 11) = 23.81, p< 0.001; ΔL for
Delay-Early and Object compared to ΔL for Delay Late and Odor in Figure 4b).

We also conducted GLM analysis to directly compare the extent to which time and location
influence firing during the Object and Odor periods; these analyses do not consider other
behavioral variables. Unlike the Delay neurons, the activity from almost three-quarters
(72/99 or 72%) of the neurons active in the Object period was best explained by Space or
Time, but not both variables. For 43 (60%) of these 72 Object neurons, the inclusion of
Space without Time in the model provided a more parsimonious account of the data. In 29
neurons (40%), Time by itself was sufficient to explain neural activity and the proportion of
these neurons was different than that explained by Space (χ2

1 = 4.70, p = 0.03). For the
remaining 27 out of 99 Object neurons, activity was explained best by both Time and Space
and the STIC from 13 of these neurons favored Time while that of 14 neurons favored
Space. The results obtained from neurons active during the Odor period were similar. Of the
72 neurons that were active during Go trials, Space or Time by itself provided a better
account of the data for 67 (93%) of them. In this group of neurons, time was informative for
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30 out of 67 (45%) of the neurons while Space was more informative for the remaining 42
(55%) neurons. These proportions do not differ (χ2

1 = 3.36, p = 0.07). The activity from the
remaining five neurons were influenced by a combination of Space and Time, with Time
was more informative for 2 out of the 5 neurons and Space was more informative for 3.
There were no differences between the proportion of neurons more informative for Space
than Time in the Delay (95/175, 54%) compared to the Object (42/99, 44%; χ2

1 = 3.10, p =
0.08) or Odor periods (32/72, 42%; χ2

1 = 1.60, p = 0.20). That said, during the Delay, a
much higher proportion of neurons (73%) encode a combination of both temporal and
spatial information compared to the Object (28%) or Odor (7%) periods (χ2

1 test, both p’s <
0.001). These results suggest that Space and Time were encoded differently during the trial
periods.

Hippocampal neurons distinguish event sequences
For each trial period, we determined the proportion of neurons that distinguished trials
beginning with different objects. Using a GLM approach that included time and position
(but not other variables) as parameters, we formulated one model in which the parameters
were the same beginning with either object and another that differed depending on which
object began the trial (i.e., the latter model had twice the number of parameters as the first).
The models were compared using a likelihood ratio test to test the null hypothesis that
augmenting a model with “object-selective parameters” makes no difference (p < 0.05). This
analysis revealed that the firing patterns from a significant proportion of neurons within each
trial period differed depending on which object began the trial, with the firing pattern
differing in the magnitude or temporal pattern of activity or both (Figure 7). Of 99 neurons
that fired during the Object period, 31 (31%) were object selective. Of 175 cells active
during the Delay, 54 (31%) fired differentially depending on which object initiated the
sequence. Because some neurons were sensitive to the difference between a Go and NoGo
response, we separately analyzed these trials, thus ensuring that the behavioral response was
the same across the two odors being compared even though the event sequence was
different. Of the 93 neurons activated during the Odor period, 30 (32%) fired differently
depending on the object that began the sequence. There was no significant difference in the
proportion of neurons that responded differently to the Object during Go trials (10/30)
versus NoGo trials (14/30) (χ2

1 = 0.63, p = 0.43). We observed 6 neurons that were object
selective during both Go and NoGo trials. The proportion of object selective neurons across
the Object, Delay, and Odor periods do not significantly differ (all χ2

1 < 0.02, all p’s >
0.92).

Movement and local field potential (LFP) patterns do not account for differences in firing
patterns that distinguish event sequences

Different firing patterns associated with distinct trial sequences might be due to variation in
behavioral activity or LFP patterns, rather than the specific events that compose each
sequence. To examine this possibility we indexed behavioral activity as the total distance
traveled (summed from successive X–Y coordinates) during each trial period and compared
activity between trials that began with different objects. In four recording sessions on three
different rats, the distance traveled during the Object period differed depending on the object
presented (paired t-test’s; all p’s < 0.005), but in two recording sessions from one rat, it did
not (p = 0.15 and p = 0.53). Notably, neurons that distinguished the objects were observed
during sessions where activity differed between the two types of trials (26 out of 78 cells or
33%) as well as during sessions where activity levels did not differ (5 out of 21 cells or
24%) and these proportions do not differ (χ2

1= 1.24, p = 0.27). This finding indicates that,
while activity level might reflect different exploratory patterns that contribute to differences
in firing patterns during object exploration, hippocampal neurons distinguish the objects
even when activity levels did not differ. In contrast, there was no difference in the activity
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levels for trials that began with different objects during the Delay (all p’s > 0.07, range
0.07–0.93) or the Odor period (all p’s > 0.21, range 0.21 – 0.96).

We also calculated trial averaged time-frequency spectrograms for 1–40 Hz taken from each
tetrode during each trial period for trials that began with either object (Figure S5). LFPs
were strongly modulated in the theta band (4–12 Hz) during each trial period, so our
statistical analyses used ANOVA to examine the influences on relative power of the Object,
Time, and Frequency within the 4–12 Hz (theta) band. In all trial periods spectral density
was not uniformly distributed within the 4–12 Hz band. During the Delay, in 19 of 57
tetrodes, theta power differed depending on the Object (17 out of these 19 tetrodes were
from two recording sessions), but did not significantly differ in the remaining 38 tetrodes.
Neurons that distinguished Delays preceded by different objects were observed both in
tetrodes that differentiated objects by theta power (20 out of 57 cells or 35%) and those that
did not (34 out of 118 or 29%), and these proportions did not differ (χ2

1 = 0.45, p = 0.50).
There was no evidence of a relationship between the proportion of object selective neurons
on a tetrode and the reliability of theta power in predicting the object (rank correlation, p-
value for Object; τ = −0.05, p = 0.62). During both the Object and Odor periods, in only
some of the tetrodes (Object: 25 out of 57; Odor 16 out of 57) did theta power differ
depending on the Object, and neurons that distinguished the objects were observed both in
tetrodes in which theta differed between objects (Object: 12 out of 32 or 38%; Odor: 1 out of
10 or 10%) and in tetrodes in which theta did not differentiate the objects (Object: 19 out of
67 or 28%; Odor: 9 out of 20 or 45%). These proportions do not differ for either trial period
(Object: χ2

1= 0.75, p = 0.37; Odor: χ2
1 = 2.27, p = 0.132). The rank correlation analysis

indicated no relationship between the object-related theta power difference and the
proportion of object-selective neurons recorded from the same tetrode for either trial period
(rank correlation, p-value for Object; Object: τ = 0.08, p = 0.43; Odor: τ = 0.16, P = 0.15).

These analyses indicate that theta is prevalent during all periods of task performance and
that theta power in only a minority of tetrodes distinguishes the objects that began the
sequence in each trial period. Furthermore, object selective neurons are observed both in
tetrodes where theta power differentiates the objects and those in which it does not in each
trial period, indicating that differences in theta power are neither necessary nor sufficient for
producing object selective neurons.

Temporal representation by hippocampal neurons
The present findings reveal that a very large proportion of hippocampal neurons encode each
sequential moment in a series of events that compose a distinct repeated experience.
Hippocampal neurons fired at a sequence of times during key events that occur reliably at
particular moments (the objects and odors) and “time cells” encoded sequential moments
during an extended discontiguity between those identifiable events. Many hippocampal
neurons encoded specific non-spatial stimuli (the object and odors) as well as behavioral
responses (Go and NoGo). Most impressively, the time cells that were active during the
discontiguity between the key events fired differentially depending on how the sequence
began, indicating that the ensembles contained information about each specific sequence
during the Delays when the ongoing behavioral events and general location are the same for
different sequences. Thus hippocampal neuronal ensembles temporally organize and
disambiguate distinct sequences of events that compose specific repeated experiences.

The evidence that neurons that fire at particular moments in the Delay period are “time
cells” parallels the evidence that hippocampal neurons that fire at particular locations in
space are “place cells”. Thus the strongest current evidence for hippocampal place cells is
two-fold: (1) Place cells provide a spatial signal when other potential influences are
removed, as observed in recordings from animals moving in random patterns in an open
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field (Muller et al., 1987a). (2) The firing patterns of place cells are controlled by spatial
cues, such that place cells alter their firing patterns when those cues are changed (Muller et
al., 1987b). Notably, in addition, several experiments have held constant all spatial cues but
varied the behavioral or cognitive demands, and the common result is that many place cells
“re-map”, showing that their spatial firing properties are also dependent on non-spatial
variables (Eichenbaum et al., 1999). Here we provide parallel evidence for time cells: (1)
Time cells provide a temporal signal even when the influences of other prominent variables
are statistically removed. (2) The temporal firing patterns of these neurons change when the
key temporal cue (the length of the delay period) is altered and behavior and spatial cues are
unchanged. In addition, the firing patterns of time cells are also dependent on location and
other behavioral variables, just as the spatial activity of place cells is also dependent on non-
spatial variables. We believe the term “time cell” is appropriate to describe the temporal
coding properties of these hippocampal neurons, just as the term “place cell” is appropriate
to describe their spatial firing patterns.

Previous work on hippocampal neuronal activity in rats performing T-maze alternation tasks
has shown that hippocampal neuronal ensembles similarly disambiguate overlapping spatial
routes (Frank et al., 2000; Wood et al., 2000; reviewed in Shapiro et al., 2006). In an
extension of those studies, Pastalkova et al. (2008) revealed the existence of hippocampal
neurons that fire at specific moments as rats walk on a running wheel between trials, and
some of these cells distinguished subsequent left and right turn trials. The present
observations indicate that hippocampal neurons also encode specific times between non-
spatial events and disambiguate non-spatial sequences, extending the observation of time
cells to filling gaps within a specific non-spatial memory.

Several models have proposed that hippocampal neuronal activity supports the temporal
organization of memories by the encoding and retrieval of specific events that compose a
sequence, by distinct representations of common events in overlapping sequences, and by
bridging gaps between discontiguous events (Rawlins, 1985; Levy, 1989; Wallenstein et al.
1998; Jenson & Lisman, 2005; Howard et al., 2005). In support of these models,
experimental studies on both humans (Gelbard-Sagiv et al., 2008; Paz et al., 2010) and
animals (Louie & Wilson, 2001; Foster & Wilson, 2006; Karlsson & Frank, 2009; Davidson
et al., 2009) have shown that hippocampal neuronal ensembles “replay” specific event
representations following learning. Temporal order in episodic memories is also supported
by a gradually changing representation of the temporal context of successive events (Manns
et al., 2007). That study did not determine how the temporal organization of neural activity
bridges the gap between discontiguous events and, because the sequences were trial-unique,
that study did not show how specific sequences are encoded within the changing temporal
context signal. The current findings are entirely compatible with those earlier results, and
now show that distinct repeated experiences are represented by sequential neuronal firing
patterns that reflect both the changing temporal context and a specific series of events.

Our examination of changes in time cell firing patterns following alteration of the Delay
revealed that hippocampal neurons respond in diverse ways when the key temporal
parameter in a sequence is modified. Some time cells fired at the same absolute or relative
time to the delay onset, but most developed qualitatively different firing patterns under
distinct delay periods. This pattern of responses to changing the delay period are reminiscent
of the prominent observation of “partial remapping” of place cells when salient spatial cues
are altered (e.g., Muller & Kubie, 1987; Breese et al., 1989; Markus et al., 1995; Sharp et al.,
1995; Shapiro et al., 1997; Skaggs & McNaughton, 1998). Thus, when salient spatial
parameters or task demands are altered in rats traversing open fields, some hippocampal
place cells maintain their firing patterns but others cease firing, begin firing, or fire with
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qualitatively different patterns related to the animal’s location even within the same
recording session.

As animals performed this task, they occupied different locations in each sequential trial
period, and they could move during each trial period. These variations in behavior allowed
us to determine that, in addition to time and the object that began each sequence, both
behavioral variation and place contributed to the differences in firing patterns between and
within trial periods. In particular, during the Delay when there were no differences between
overt stimuli and behavior, the activity of most cells was strongly and equivalently
influenced by a combination of time and place. As typically observed in studies on place
cells, the activity of time cells were also influenced by behavioral variations reflected in
head direction and speed (reviewed in Eichenbaum, 2004). In addition, notably, previous
studies have shown that hippocampal neurons encode ongoing behavioral context as well as
spatial location, head direction, and speed (e.g., Wood et al., 2000). The present results
extend this broad range of contextual variables that affect single neuron activity to the flow
of time in bridging of temporal gaps within sequences of events.

Five main findings indicate that hippocampal representation of time during sequential events
is quite similar to its representation of space as animals explore an open field. (1) A large
proportion of hippocampal neurons are engaged during performance of a sequence memory
task, just as a large fraction of hippocampal neurons are place cells when rats are engaged in
spatial exploration (Thompson & Best, 1989; Muller, 1996). (2) Time cells fire at discrete
moments during “empty” periods in a temporally organized memory, much as place cells
encode discrete locations devoid of specific stimuli as animals traverse an open space
(Muller, 1996). (3) Hippocampal neural activity signals the nature and timing of salient
events that occur at particular moments in temporal sequences, just as place cells encode
specific events in the locations they occur in space (Komorowski et al., 2009; Manns &
Eichenbaum, 2009). (4) Time cells disambiguate overlapping sequence memories, just as
place cells disambiguate overlapping routes through a maze (Wood et al., 2000; Frank et al.,
2000; Ferbinteanu & Shapiro, 2006). (5) Time cells partially “re-time” when a key temporal
parameter is altered, just as place cells partially “re-map” when critical spatial cues are
altered (Muller & Kubie, 1987b). These findings suggest that place cells and time cells may
reflect fundamental mechanisms by which hippocampal neuronal networks parse any spatio-
temporal context into quantal units of where and when important events occur. Speculating
further, while place cells and time cells are appropriately named for the variables they
represent in spatially and temporally defined behavioral paradigms, they may be processing
information that is fundamentally neither spatial nor temporal. Rather, it seems possible that
hippocampal neuronal ensembles may bridge and thereby organize elements in any
conceptual organization of remembered events.

Experimental Procedures
Subjects, behavioral and electrophysiological procedures

Four male Long-Evans rats were food restricted and maintained at a weight of 400–450 g.
The behavioral procedure was a modified version of an object-trace-odor paired-associate
task in which performance depends on hippocampal (CA1) function (Kesner et al., 2006; for
details, see Supplemental Material). The rats were prepared for surgery once they acquired
the task and performance was stable (>70% on three consecutive sessions). Following a
standard surgical protocol (e.g., Manns et al., 2007; Komorowski et al., 2009), a 23 tetrode
hyperdrive was implanted into the left hemisphere of the rat’s dorsal hippocampus (AP=
−3.6 mm; ML= 2.8 mm). Each tetrode consisted of four nichrome wires (12.5 μm diameter;
California Fine Wire, CA) gold plated to lower the impedance to 200 kΩ at 1 kHz. At the
end of surgery, each tetrode was lowered ~850 μm into tissue. After 5–7 days of recovery,
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the tetrodes were lowered over 7–14 days towards the CA1 layer, using the progressive
increase in theta amplitude, the appearance of sharp-wave events, and finally theta-
modulated and complex-cell spiking to localize CA1 (Fox and Ranck, 1981, Buzsaki et al.,
1983). After the experiments, 25 μA of current was passed through each tetrode for 30 s
before perfusion and histological confirmation of tetrode placement.

Once the tetrodes were placed in their desired location, the rats were tested for 1–2 hours
including 72 – 117 trials for each recording session. The electrical signal recorded from the
tips of the tetrodes were referenced to a common skull screw and differentially filtered for
single unit activity (154 Hz – 8.8 kHz) and local field potentials (1.5 – 400 Hz). The
amplified potentials from each wire were digitized at 40 kHz and monitored with the
Multineuron Acquisition Processor (Plexon Inc., Dallas, TX). Action potentials from single
neurons were isolated using time-amplitude window discrimination through Offline Sorter
(Plexon Inc., Dallas, TX). We used conventional methods to identify putative pyramidal
neurons and distinguish them from interneurons based on firing rates and waveforms
(Csicsvari et al., 1999— see also Figure S6 for representative waveforms). Individual
pyramidal neurons were isolated by visualizing combinations of waveform features (square
root of the power, spike-valley, valley, peak, principal components and time-stamps)
extracted from wires making up a single tetrode (i.e., “cluster cutting”). Single neuron
selectivity was verified by the inter-spike interval histograms that contained no successive
spikes within a 2 ms refractory period. Single neuron stability was verified by comparing
clusters across trials.

Behavioral scoring and event-related neural activity
The rat’s behavior was recorded throughout testing with digital video (30 frames/s) using
Cineplex Video Tracker (Plexon Inc., Dallas, TX). The video was synchronized to the neural
data and the rat’s position was tracked using two light-emitting diodes (LED) on the
recording head stage. The position of the rat was confirmed offline using Cineplex software
(Plexon Inc., Dallas, TX) by running thoroughly through each testing session and correcting
any anomalies that arose during LED tracking. Positions of the two LED coodinates were
used to compute head direction in each videoframe. Behavioral events were scored off line
using the same software.

For each trial, spike trains obtained from single neurons were aligned to the onset of the trial
period of interest (defined above). For the Object period, 1.2 s of data were taken starting
from when the rat’s nose came ~1 mm from the object. The spike trains during the Delay
were aligned starting from the beginning of the Delay and terminated at the end of the Delay
(defined above). Finally, for the Odor period, the spike trains were aligned starting from
onset of the Odor period (defined above). All rats spent at least 1.2 s over the pot during
each Go trial. Therefore, we used 1.2 s of the spike trains starting from Odor period onset to
evaluate neural activity during these trials. For NoGo trials, across recording sessions the
rat’s spent 1.03 ± 0.03 s (mean ± s.e.) dwelling over the pot. As such, for NoGo trials, the
end of the Odor period was defined as the time at which the rat’s head re-crossed the
imaginary plane (see above) as it refrained from digging and retracted his head from the pot.
If the rat spent more than 1.2 s sampling the odor on NoGo trials, the odor sampling time
was set to 1.2 s. This criterion ensured that the Odor period corresponded to the rat’s head
dwelling over the sand and odor media in the pot.

Constructing perivent stimulus histograms and raster plots
PSTHs were made by using custom scripts for Matlab (MathWorks, Natick, MA) or
purchased software (Neuroexplorer, Plexon Inc. Dallas, TX). For Figures 2 and 7, we used
50 ms time-bins and a Gaussian kernel with σ = 150 ms to smooth the data during the Object
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and Odor period. For the Delay, we used 200-ms time-bins and a Gaussian kernel with σ =
600 ms to smooth the data. For Figure 3, we used 100-ms time-bin and a Gaussian kernel
with σ = 300 ms to smooth the data.

Analysis methods
A generalized linear model framework was used to perform statistical modeling of neural
activity. All analyses were performed on custom code using Matlab (Natick, MA). The spike
trains during the trial period of interest were modeled as point processes and analyzed within
a generalized linear model framework (McCullagh and Nelder, 1989; Daley and Vere-Jones,
2003; Brown et al., 2003; Truccolo et al., 2005). Further details on these analyses are
provided in the Supplemental Material.

To evaluate the similarity between temporal firing patterns during the Delay across trial
Blocks, we computed the Kendall rank correlation coefficient (τ) between pairs of PSTHs
(500 ms time-bins) that were made using spiking activity from each trial Block. For Blocks
2 and 3, we excluded the first 10 trials in making the PSTH as initial inspection confirmed
that many neurons did not change their pattern of activity immediately. This process gave us
τ summarizing the similarity in activity between all pairs of trial Blocks. Resampling
methods were used to in order to confirm whether a τ for two Blocks was unusually low.
That is, we obtained an empirical distribution of τ obtained under the null hypothesis that
pattern of activity for two Blocks were the same. The τ computed between two Blocks was
considered to have changed if it was lower than 99% of the τ values obtained for the
empirical distribution under the null hypothesis. Using this approach, we could determine
whether a neuron changed its firing pattern from Block to Block. To test whether a neuron
rescaled its Delay activity when the Delay was doubled, the same approach was taken but
the PSTH for the longer Delay used time-bins whose duration was also doubled. Further
details on this analysis are provided in the Supplemental Material.

To assess the effect of time on firing rate related to the rat’s position, we generated spatial
firing rate maps for the Delay zone as 1 cm by 1 cm bins, and calculated occupancy-
normalized firing rates. To assess firing rates related to head direction, we assigned each
head direction observation to one of sixty, non-overlapping 6° bins and calculated
occupancy-normalized firing rates for each bin. Speed firing rate plots were based on
computations of the difference in the X–Y position for successive frames, assigned to one of
thirty speed bins that spanned 0 – 30 cm/s, and occupancy normalized firing rates were
calculated for each bin. ANOVAs were performed on trial by trial, unfiltered firing rates for
each 1-s segment of the Delay. We used only those bins whose firing rate could be estimated
in all of the 1-s segments across trials, allowing an ANOVA with factors Time and Bin to
test whether Time modulated neural activity. Further details on this method are provided in
the Supplemental Material.

Analysis of local field potential (LFP) frequency as a function of time used the multi-taper
functions written for Matlab that are freely available as part of the Chronux toolbox (P.
Mitra; http://www.chronux.org). For the Delay, the trial-averaged multi-tapered spectrum
was determined (mtspectrumc.m) using a window size of 1 s that started at the beginning of
the Delay and was slid across time using 100-ms increments. For the Object and Odor
periods, a window size of 1.2 s was time locked to the beginning of the either period and slid
with one 100-ms increment. The trial-averaged spectrum was computed separately
depending on the Object that was presented. For a given tetrode, in order to test whether
theta (i.e., 4–12 Hz) power differed depending on the object presented during each trial
period, a trial-average spectrogram was generated using the same parameters as above
except that the frequency range was confined to 4–12 Hz. Further details of the ANOVAs
performed on the LFPs are provided in the Supplemental Material.
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Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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• Hippocampal “time cells” bridge discontiguous events

• Hippocampal neuronal activity signals the timing of key events in sequences

• Hippocampal neuronal activity differentiates distinct types of sequences

• Time cells partially “re-time” when the key temporal parameter is changed
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Figure 1.
The trial structure for object-delay-odor sequences.
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Figure 2.
Hippocampal neurons activate serially during each trial period of object-delay-odor
sequences. Raster plots for example trials and PSTHs for the entire session are shown for 7
example neurons in each trial period. In the Odor period, data are separated for Go (green)
and NoGo (red) trials..
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Figure 3.
(a–d) Ensembles of hippocampal time cells fire at sequential moments during the Delay.
Each panel includes data from simultaneously neurons from a different rat. Each row
represents the normalized firing rate (100 ms bins) for one single neuron over the course of
the Delay averaged over all trials in the recording session for each cell that met the
minimum firing criterion. In each panel, the neurons are sorted by increasing latency of the
maximum firing rate. (e–h) The average normalized temporal modulation, independent of
location, direction, speed, and their interactions for Delay periods in the recording sessions
corresponding to a–d. The number of neurons in each of these ensembles differs from that in
each of the corresponding panels a–d because this analysis included all neurons for which
the investigated parameters converged on their maximum likelihood estimates.
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Figure 4.
(a) During the Delay period, the ensemble of neurons track the amount of time that has
passed between two different moments. Each point shows a normalized Mahalanobis
distance between the population vector observed at lags of different lengths. Each line
represents a different recording session. (b) The Mahalanobis distance (mean ± se) for the
neural population is shown for different lags during the Object (green) and Odor (red)
period, as well as the first and last 1.2 s of the Delay period (blue and cyan respectively).
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Figure 5.
Spatial activity during the Delay depends on time. Spatial firing rate maps for for 15
simultaneously-recorded neurons. For each cell, the top map is for the entire Delay and
maps below focus on successive 1-s segments of the Delay. At the bottom is the temporal
firing map in the same format as Figure 3.
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Figure 6.
Neurons maintain their timing or “re-time” when the length of the Delay is abruptly
changed. (a, b) Raster plots showing spiking activity from five different neurons referenced
to the beginning of the Delay (entire period shown in yellow bars).
(a) Cells that fire at the same time during initial and changed Delays (left 4 panels) and a
cell that scaled its timing (right-most panel). (b) Cells that “re-time” when the Delay is
increased. (c–f) Spatial firing rate maps during the Delay across successive trial blocks. The
format for each trial block is the same as in Figure 5.
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Figure 7.
Neurons distinguish trial event sequences. Similar to the format of Figure 2, each panel
includes a raster plot and PSTH from a neuron active during one of the trial periods for all
correct trials. The data from are separated according to whether Object 1 (blue) or Object 2
(red) began the trial sequence.
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