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Purpose: A 3D dosimetry system is described which consists of two parts: a radiochromic plastic

dosimeter PRESAGE
VR

(which responds to absorbed dose with a linear change in optical-density)

and the Duke large-field-of-view optical-CT scanner (DLOS). The DLOS/PRESAGE system has

recently been commissioned and benchmarked for clinical use and, in particular, for verification

and commissioning of complex radiation treatments.

Methods: DLOS commissioning involved determining the dynamic range, spatial resolution, noise,

temporal, and other characteristics of the light source and imaging components. Benchmarking tests

were performed on the combined DLOS/PRESAGE system to establish baseline dosimetric per-

formance. The tests consisted of delivering simple radiation treatments to PRESAGE dosimeters,

and comparing the measured 3D relative dose distributions with the known gold standard. The gold

standard distribution was obtained from machine beam-data or the treatment planning system

(TPS). All studies used standardized procedures to ensure consistency.

Results: For commissioning, isotropic spatial resolution was submillimeter (MTF> 0.5 for fre-

quencies of 1.5 lp/mm) and the dynamic range was �60 dB. Flood field uniformity was within 10%

and stable after 45 min of warm-up. Stray-light is small, due to telecentricity, but even the residual

can be removed through deconvolution by a point-spread-function. For benchmarking, the mean

3D passing NDD (normalized dose distribution) rate (3%, 3mm, 5% dose threshold) over the

benchmark data sets was 97.3% 6 0.6% (range 96%–98%), which is on par with other planar dos-

imeters used in external beam radiation therapy indicating excellent agreement. Noise was low at

<2% of maximum dose (4–12 Gy) for 2 mm reconstructions. The telecentric design was critical to

enabling fast imaging with minimal stray-light artifacts.

Conclusions: This work presents the first comprehensive benchmarking of a 3D dosimetry system

for clinical use. The DLOS/PRESAGE benchmark tests show consistently good agreement to sim-

ple known distributions. The system produces accurate isotropic 2 mm dose data over clinical vol-

umes (e.g., 16 cm diameter phantoms, 12 cm height), in under 15 min. It represents a uniquely

useful and versatile new tool for commissioning and verification of complex therapy treatments.
VC 2011 American Association of Physicists in Medicine. [DOI: 10.1118/1.3611042]
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I. INTRODUCTION

The need for a fast, accurate, and practical 3D dosimetry sys-

tem has become acute as radiation delivery and treatment

systems become ever more sophisticated and complex. Prior

work has shown the radiochromic 3D dosimetry material

PRESAGE
VR

, in combination with an optical-CT scanning

system, has promised to address this need.1–9 These publica-

tions typically reported on prototype scanners and dosimeter

formulations at varying stages of development and capabil-

ity. The present work differentiates, in that an optimized

optical-CT scanning system is presented. The system is com-

missioned and benchmarked for clinical use in combination

with a standard PRESAGE formulation.

Two types of optical-CT scanners are prevalent today.

The early laser based scanners were designed to image scat-

ter contrast in polymer gels and acquired data by illuminat-

ing one line-integral and raster scanning over the whole

projection.10–12 While effective and accurate, due to effi-

cient stray-light elimination, the raster scanners were time

consuming and not optimal for clinical use. The introduc-

tion of radiochromic dosimeters like PRESAGE, which

exhibit light absorbing optical contrast (with very little scat-

ter) created an opportunity for faster, broadbeam scanner

designs that acquire all line-integrals for a projection angle

simultaneously.13,14 This work introduces such a scanner,

referred to as DLOS (Duke large-field-of-view optical-CT

scanner), shown in Fig. 1. The DLOS can produce 2 mm

isotropic 3D data (each voxel is 2 mm� 2 mm� 2 mm)

over a 20 cm diameter dosimeter in about 15 min using the

standard operating procedures (SOPs), in contrast to the
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many hours that would be required with a typical raster

scanning system.

The DLOS system arose out of experience gained from

earlier prototypes, but includes several novel hardware and

software modifications. As described in Sec. II, these include

increased intensity and uniformity of flood field, methods to

reduce spectral artifacts, an algorithm to remove residual

stray-light artifacts, and reduced noise due to improved

registration and fluid filtration. Several of these develop-

ments were not available in the earlier prototypes. Together,

these modifications combine to create a system with substan-

tially improved performance (shown in Sec. III). Tests indi-

cated the system was fully optimized and performing well,

so studies were initiated to commission the DLOS system

for clinical dosimetry and to benchmark its performance in

combination with PRESAGE dosimeters.

II. METHODS

The design and operation of the DLOS system is

described in Sec. II A. The DLOS commissioning tests,

which were performed to characterize scanner performance

alone (i.e., independent of PRESAGE), are described in Sec.

II B. Section II C describes benchmarking tests to evaluate

and define baseline performance and capability of the com-

bined DLOS/PRESAGE 3D dosimetry system on simple

known dose distributions. A set of SOPs were developed for

the benchmark studies to ensure consistent and optimal data

acquisition and reconstruction.

II.A. DLOS design and operation

The DLOS scanner (Fig. 1) consists of a matched telecen-

tric source and imaging lens (30 cm diameter - both from

Opto-Engineering, Italy), which provide a 24 cm field of

view (FOV) with a 2/3” CCD array. The light source is a 3

W red LED behind a weak optical diffuser and a narrow

band pass filter (632 6 5 nm). The diffuser helps improve

the uniformity of flood field, and de-sensitize the system to

Schlieren bands in the dosimeter, while the filter reduces any

spectral artifacts.29 Nominally parallel light projects through

an aquarium containing a radiochromic dosimeter and index

matching fluid to minimize bending and reflections at the do-

simeter-fluid interfaces. The light is imaged through a tele-

centric imaging lens with a manufacturer specified

magnification of .037� and an acceptance angle of 0.1�. The

collimation lens is designed to project a parallel beam

through the dosimeter to the imaging lens creating an ideal

design for parallel beam CT geometry. Images are captured

with a 12-bit monochromatic 1040� 1392 CCD based Bas-

ler camera. Each pixel in the CCD array is 6.45 lm square in

image space, representing �175 lm square in object space.

This represents the size of the smallest possible voxel edges

in a reconstruction giving the scanner ample spatial resolu-

tion for 3D dosimetric verifications. Since most applications

do not require such stringent spatial resolution criteria, gen-

erally the images are downsized to give 2 mm pixel edges to

save disk space and reduce image noise. After each projec-

tion is acquired the dosimeter rotates via a rotation stage,

such that a set of projections from many views is acquired to

enable tomographic reconstruction.

The DLOS was designed for use with PRESAGE (Heuris

Pharma), a radiochromic polyurethane based material. PRE-

SAGE exhibits a linear change in optical-density (DOD)

when irradiated with ionizing radiation, which is light

absorbing in nature, not light scattering.7,27 A consistent

<2% interdosimeter (dosimeter to dosimeter) and <2%

intradosimeter (within each dosimeter) response has been

observed.7 As of this writing, three commercial formulations

are available and this work is done exclusively with formula-

tion #2, designed for use with photon and electron energies

>1 MeV with a stable color signal and an Zeff of �8.0. Fur-

ther details can be obtained through Heuris Parma, LLC.

The lack of need for an external container for PRESAGE is

an important advantage for telecentric scanners. Light rays

will deviate from the normal (i.e., parallel to the optical axis)

as they traverse the three materials (fluid, container, and pre-

sage) due to refractive index mismatch. The telecentric lens

only forms an image from light parallel to the axis with a

stringent tolerance of 0.1�. Consequently the edge artifacts

in optical-CT images are much more pronounced when the

dosimeters are encased in containers.

II.A.1. Data acquisition and reconstruction

All scans in the present work were acquired according to

SOPs to ensure consistency. SOPs specify the number of

projection angles based on dosimeter size, desired voxel

size, and a 360� scan. They also ensure minimal noise

through fluid cleaning, accurate registration of preirradiation

and postirradiation scans, and minimal stray-light through

the use of light blocks. Figure 2 illustrates general concepts

and steps in the data acquisition process. A preirradiation

and postirradiation scan is required to obtain the DOD,

which is proportional to the absorbed dose in the dosime-

ter.4,27 The dosimeter is orientated with a docking mecha-

nism on the rotation stage to ensure consistent placement

and coregistered data sets between preirradiation and postir-

radiation scans. 3D data are acquired through the accumula-

tion of projection images at several angles according to

Nyquist sampling criteria. Each projection image is captured

20 times and averaged to increase SNR for each projection

image. The projection images are dark noise and flood field

FIG. 1. Duke large field-of-view optical-CT scanner (DLOS). Light is col-

lected by the matched telecentric imaging lens, which forms a precise image

only from light rays that are parallel to the optic axis (with a 0.1� tolerance

due to the aperture stop). Note rejected light rays due to the aperture such as

the dashed scattered line. Each pixel in the image, measures the line-integral

of optical attenuation through the dosimeter, with negligible scatter contami-

nation upstream of the imaging lens.
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corrected to reduce the effects of particulates on glass surfa-

ces, nonuniformity of CCD pixel response, dark current, and

readout noise. Each preprojection and postprojection image is

deconvolved with a measured point-spread-function for a 1st

order stray-light correction before sinogram placement.28 A

5� 5 kernel median filter is then applied to each projection

image before it is downsized to the desired pixel/voxel size.

A final, fully corrected reconstruction map of radiation

induced DOD is obtained in the following way. The stray-

light corrected, median filtered, and downsized postirradiation

projection images are divided by the corresponding preirra-

diation projections, to create a division-sinogram shown in

the upper right panel of Fig. 2. Accurate placement of the

dosimeter during prescan and postscan through the docking

mechanism ensures coregistered data such that this division

removes any common imperfections in the dosimeter. This

works well, and even the edge artifacts are greatly reduced.

The division-sinogram is then fed to the MATLAB iradon func-

tion with a Ram–Lak filter which reconstructs axial slices of

the radiation induced DOD through the dosimeter (shown in

lower right panel of Fig. 2). Deconvolution can be achieved

in �15 min on a multicore system with parallel processing.

Creating the sinogram and reconstruction typically takes less

than a minute.

II.A.2. Stray and spectral corrections

Broad-beam telecentric imaging is prone to inaccuracies

if care is not taken to ensure the measurements have been

properly corrected for stray-light and spectral artifacts.28,29

The DLOS system has inherently very low scatter by virtue

of the matched telecentric source and imaging lenses. Scatter

is also low because the PRESAGE dosimeter is highly trans-

parent and does not contain a large scatter component.

Nevertheless, the dynamic range of the system without

stray-light correction is observed to be less than the camera’s

manufacturer specification of �60 dB. Investigations

revealed the cause to be internal to the imaging lens. High

intensity light encompassing a small region of the detector

creates a relatively uniform light bath over the entire array

giving artificially high readings to the low intensity regions

of the camera. To overcome this, a stray-light correction was

created which deconvolves a measured, spatially invariant

point-spread-function allowing the system to image realizing

the full dynamic range of the CCD detector. Details of the

method of stray-light correction, and validation tests, are

described in a separate article.28

The LED source of the DLOS is polychromatic, and both

the absorbance of PRESAGE and the camera sensitivity are

wavelength dependent. As light passes through an irradiated

dosimeter, the spectrum will change (due to wavelength de-

pendent absorption) and this can lead to spectral artifacts.

These effects were eliminated by using a 10 nm band pass

filter, although software correction is also possible.29 Recent

improvements in manufacturing process of PRESAGE yield

dosimeters with reduced Schlieren bands, which enable the

use of the narrow band pass filter. In other PRESAGE for-

mulations, the use of narrow band filter may exacerbate the

Schlieren bands, and in these cases the software correction

may be preferable.

FIG. 2. DLOS reconstruction graphical user interface. Upper left quadrant displays projection images associated with the preirradiation scan, and the lower left

displays projection images of the postirradiation scan. In this example, the dosimeter was irradiated with a single open beam incident on the side of the dosim-

eter (from right to left in the projection image lower left panel). The stray-light correction is applied to each prescan and postscan projection prior to recon-

struction. The right column displays the ratio sinogram (upper panel) with units of l�x, and reconstructed slice (lower panel) in units of l (pixel�1) associated

with the row indicated by the dashed line on the projection images.
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II.B. Commissioning tests

Commissioning of the DLOS system consisted of charac-

terizing the dynamic range, spatial resolution, noise, tempo-

ral variations in the light source, and the uniformity of the

flood field. Tests were performed independently of the

dosimeter in order to isolate the performance of the scanner.

Basic tests of mechanical accuracy of rotation and geometri-

cal distortion showed errors to be negligible. The dynamic

range was determined by placing varying combinations of

neutral density absorption filters of known OD in the beam

path. Projection images were acquired and comparison of

measured and known OD performed. The smallest theoreti-

cal spatial resolution is 350 lm (�175 lm voxel size), but

the actual resolution may be less due to system imperfec-

tions. This was investigated by measuring a modulation

transfer function (MTF) by two independent methods. First,

a series of 100 lm wires placed in different spatial frequency

groupings was imaged tomographically to determine the

line-pair-per-mm resolving power. The second involved

imaging one of the wires tomographically, measuring the

corresponding impulse response, and converting to an MTF

by applying a Fourier transform.

Contrast in the reconstructed image is primarily limited

by the dynamic range of the scanner and the size of the

dosimeter. When a larger dosimeter is irradiated, the DOD

per voxel must reduce as not to exceed the dynamic range of

the DLOS. In order to predict the contrast to noise ratio for

any given irradiation, noise of the scanner must be well

understood and characterized. Noise was measured in two

scenarios – with and without a dosimeter present in the

aquarium. Noise measurements were made on individual

projection images and reconstructed images with varying

voxel sizes. Instability of the light source could cause incon-

sistent OD measurements in different projections. Light

source temporal variations were studied by obtaining a flood

image from the moment the LED was powered on in 1 min

intervals for a 1 h period. These images also enabled investi-

gation of flood field uniformity.

II.C. Benchmarking tests

II.C.1. Irradiations

A series of simple irradiations were performed to investi-

gate performance of the DLOS/PRESAGE system. Six cylin-

drical dosimeters were irradiated, three 16 cm diameter and

three 10 cm diameter. Irradiations were designed to test the

accuracy of the system in a variety of different scenarios and

regions in the dosimeter (Fig. 3). These included a single

open beam irradiation (6 MV, 6� 6 cm2) incident from the

side [Fig. 3(a)], which tested accuracy close to the edges of

the dosimeter, and accuracy when very long path-lengths of

the dosimeter (in the axial tomographic plane) have been

irradiated. Another single open beam irradiation this time

incident on the top surface [6 MV, 4� 4 cm2 – Fig. 3(b)],

tested accuracy near the top and bottom flat surfaces of the

dosimeter, and when shorter path-lengths are irradiated to

higher doses. In the third irradiation [Fig. 3(c)], two square

beams (6 MV, 6� 6 cm2) were incident on the top surface

but spatially separated by 3 cm. The two beams were given

different doses, 4 and 8 Gy, respectively, at dmax, such that

three dose plateau regions were created in the axial plane.

This pattern enabled investigation of accuracy in regions of

very steep gradients interspersed with very flat plateau

regions. The fourth irradiation consisted of a simple four-

field-box delivery, without any modulation or wedges, which

enabled testing of a more clinically relevant geometry. The

first four benchmark irradiations represent the simplest of

deliveries, such that a commissioned Eclipse treatment plan-

ning system (AAA algorithm) could be used to calculate the

gold standard 3D dose distribution against which to compare

the DLOS/PRESAGE measured 3D distributions. It is criti-

cal that a 3D dosimetry system can accurately reproduce

such simple deliveries.

The two remaining benchmark irradiations involved

delivering various small radiosurgery fields from a Varian

Trilogy machine. In Fig. 3(e), a range of small fields were

delivered in exactly the same pattern as that studied exten-

sively by Clift et al.30 Clift et al. determined output factors

in a PRESAGE dosimeter of the same size, but imaged with

the OCTOPUS optical-CT scanner from MGS

Research.11,31,32 Excellent agreement in small field output

factor determination was obtained between OCTOPUS/PRE-

SAGE and independent EBT film and the initial commis-

sioning measurements (radiosurgery ion-chamber and

diodes). The OCTOPUS is a single scanning laser system,

similar to the raster scanning systems described in Sec. I,

and is known to be accurate but very slow. By repeating this

experiment imaging with DLOS instead of OCTOPUS, a rig-

orous test and comparison is conducted on the accuracy and

consistency of the two scanners, and also against the inde-

pendent EBT, chamber, and diode measurements. The key

difference between DLOS and OCTOPUS is that the former

is potentially more susceptible to stray-light artifacts. An

attractive feature of this experiment is that stray-light con-

tamination would be progressively more pronounced in the

FIG. 3. Benchmarking irradiation tests. A series of six irradiations were per-

formed on two different sized dosimeters to characterize the agreement

between measured and simple known dose distributions.
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smaller fields, enabling visualization of any such effect.

Small field output factor and PDD measurements are chal-

lenging with conventional dosimeters, but should be well

suited for 3D dosimetry techniques which lack directional

and volume averaging effects, and where positioning errors

are eliminated. In the final benchmark irradiation [Fig. 3(f)]

the same small field (6 MV, 1 cm square) is delivered at four

equi-spaced locations incident on the top surface, but given

widely varying doses, 10, 20, 40, and 80 Gy. This test

enabled study of the accuracy and linearity over a wide

range of doses, and also would reveal any stray-light or spec-

tral artifacts which would be much more pronounced in the

smaller higher dosed fields.

II.C.2. Verification plan

A treatment plan corresponding to each irradiation [Figs.

3(a)–3(d)] was created in a commissioned Eclipse treatment

planning system (TPS) for independent verification. A CT

scan of each dosimeter was imported into the Eclipse for the

purpose of dose calculation within the dosimeters. The fields

were set up according to the respective delivery and an AAA

algorithm calculated the dose onto grid comprised of 2.5 mm

voxel edge lengths. The treatment plan was then exported

from Eclipse and imported to CERR (Ref. 33) for registra-

tion with the measured dose distribution and analysis.

II.C.3. Analysis

The first four benchmark irradiations were compared to the

commissioned Eclipse TPS calculation. Reconstructed 3D

maps of the radiation induced DOD, as described at end of

Sec. II A 1 were imported into CERR for registration. The

measured data were manually registered and normalized to

the calculated plans. The normalization involved taking the

median value of a region of interest in the measured distribu-

tion and normalizing it to a corresponding median value of

the same region of interest in the calculated distribution. This

reduced the negative effects noise and dose gradients could

have on the normalization process. The TPS dose grid was

resampled to match that of the measured grid and a series of

NDD (Ref. 34) (normalized dose distribution – see below)

analyses were run with different dose difference (DD) and dis-

tance to agreement (Dd) criteria. The data within 7 mm of the

edges were ignored for analysis to avoid edge artifacts. This

analysis looked to offer insight in determining the appropriate

gamma or modified NDD analysis (DD and Dd), and what

percentage of passing voxels would constitute “passing” if

these techniques were instituted for clinical verification of

delivery.

NDD (Ref. 34) is a similar metric to the more commonly

used gamma.35 In our implementation, NDD passing values

were scaled to range from �1 to þ1, where positive/negative

values mean the measured dose is higher/lower than the

planned dose. This is an advantage over the gamma analysis,

where this distinction is lost. To fail the NDD metric (i.e.,

value>þ 1 or<� 1) both DD and Dd criteria must be

exceeded. An important aspect of our NDD analysis is that it

was evaluated in 3D. This means that at every point in the

planned distribution, NDD is determined from a 3D search

in the measured distribution.

For the last two benchmark cases [Figs. 2(e) and 2(f)]

gold standard values of the output factors were taken from

Clift et al. (PMB 55, 2010)30 These included the original

commissioned output factors determined by a radiosurgery

ion-chamber and diode measurements.

III. RESULTS AND DISCUSSION

III.A. Commissioning data

III.A.1. Light source

Figure 4 shows the raw LED spectrum (solid-line) exiting

the collimation lens as determined by spectrometer. When a

narrow band filter (632 6 5 nm) is placed in-front of the

LED, the filtered spectrum is obtained (long dashed line).

The short dashed line in Fig. 4 is the absorbance profile of

irradiated PRESAGE. Although the band pass filter does not

make the spectrum monochromatic, it does make the spec-

trum narrow relative to the dosimeter response profile, mak-

ing it an effective solution for spectral artifacts.

Figure 5 shows characteristics of the flood field obtained

with the DLOS system. A mean and standard deviation of

2995 6 202 are observed, indicating a 67% variation. It is

important that the flood be as uniform as possible, in order to

make maximum use of the dynamic range of CCD. Bench-

marking the spatial variation of the flood field was important

for two reasons. First, any future misalignment between the

source and imaging lenses would be easily detectable

through comparing the flood field with the original. Second,

more informed decisions in regards to fluid tinting can be

made from the flood. When the bright spot is more central to

the field of view (FOV), tinting the fluid to a similar level to

edges of the dosimeter may allow the user to maximize the

usable dynamic range of the system. If however, the flood

indicates a dull region in the center of the FOV then it may

be better to make the fluid darker than the edges of the

dosimeter.

The DLOS system data collection generally occurs over a

5–15 min period depending on the number of projections

FIG. 4. Spectral characteristics of DLOS LED light source and PRESAGE

response to dose (DODcm�1 Gy�1). It is important to avoid spectral artifacts

arising from preferential absorption in PRESAGE of light at different wave-

lengths. An effective solution is to apply a narrow band-pass filter (Filtered

LED) to ensure consistent absorption at all wavelengths [analytic correc-

tions are also described in Thomas et al. (Ref. 29)].
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collected. Figure 5(a) indicates that the light source needs

about 45 min to stabilize its output. Without this stabilization

period, the scan will be subject to errors and artifacts caused

by the light source. Attenuation values could be falsely high

or low depending on when the flood field is taken (before or

after the scan) since the reconstruction values give attenua-

tion relative to the surrounding medium, which could be

higher or lower than the values in the acquisition.

III.A.2. Spatial resolution, dynamic range, and noise

An important question to answer in determining the limi-

tations of the system is the spatial resolution of reconstructed

images. The MTF was measured with two different methods

to ensure its accuracy. Figure 6(a) shows the results obtained

from both the line pair grouping and the transform of the

impulse response. The system is capable of excellent con-

trast up to a frequency of 1 l p/mm indicating it has potential

for small field dosimetry as well as the typically larger fields

in clinical dosimetry. The highest spatial resolution is esti-

mated to be �0.5 mm isotropic where the MTF is �15%.

Image noise is another important metric to understand for

an optical-CT scanner. Image noise gives an important indica-

tion of the minimum detectable dose and aids in determining

real features from noise discrepancies. The noise present in

flood and dark corrected projection images is 0.36% of the

pixel value when acquired with 20 averages without the nor-

mal practice of applying a 5� 5 median filter. Noise was

determined by sampling regions of interest in the dose plateau

benchmark irradiation (Fig. 2). The data set was reconstructed

several times with different voxel sizes. Resultant noise in

reconstructed images is dependent upon the reconstructed

voxel size and a trend can be seen in Fig. 6(b). The noise falls

off rapidly initially as the voxel size increases but looks to

approach an asymptote as the voxel size continues to increase.

Knowing the systems dynamic range guides several deci-

sions in 3D dosimetry. The total dose delivered to the dosim-

eter can be set (e.g., by delivering multiple fractions) such

that the expected maximum line-integral of attenuation

matches the dynamic range of the system. The dynamic

range of the DLOS system can be taken from Fig. 6(c). The

plot shows Measured OD values versus nominal ND filter

values as obtained by scatter corrected projection images.

The system accurately plots the OD up to 3, indicating a

dynamic range of at least 60 dB.

III.B. Benchmarking data

The agreement between the Eclipse and DLOS/PRE-

SAGE 3D dose distributions were excellent as shown in Ta-

ble I. The table includes passing NDD rates for several

different criteria for DD and Dd, all evaluated for any point

that received >5% of the maximum dose (i.e., 5% dose

threshold). Recent reports conclude that the 3%, 3 mm crite-

ria is most commonly encountered in clinical QA,36 and this

row is highlighted in italics. For 3%, 3 mm, the average

passing 3D NDD rate was 97.4% 6 0.6% for the 5% thresh-

old. In general the failing regions were located near the

edges of the dosimeters. Typical noise values are given, and

indicate very low system noise for both dosimeter sizes. A

FIG. 5. Characteristics of DLOS light source. (A) Temporal variation indicating �45 min is needed to stabilize, (B) flood field image of the aquarium contain-

ing only refractive index matching fluid, and (C) a line profile from the dashed line in (B) showing the uniformity from one side of the scanner to the other.

FIG. 6. Characteristics of DLOS imaging performance (A) MTF of reconstructed images as measured by line pair groupings of thin wires (blue) and the Fou-

rier transform of the PSF of one thin wire, (B) noise versus reconstructed voxel size for two scenarios, corresponding to with/without an irradiated dosimeter

present in the fluid bath, and (C) scanner accuracy determined by using DLOS to measure the OD of known neutral density filters, in 2D projection images.
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more detailed presentation of the comparison of measured

and calculated 3D dose distributions, for each benchmark

data set, is given below in the corresponding subsection. In

each case, two orthogonal planes through the calculated and

measured dose distributions are shown side-by-side to facili-

tate comparison. Overlay isodose plots (30, 50, 70, 90, and

95%) of each plane are also included, enabling direct com-

parison of measured (solid-line) and calculated (dashed line)

isodoses. The 3D passing NDD rate for 3%, 3 mm criteria

5% dose threshold, is included on the plot for convenience

and context. In the available space, this combination of

images and plots was felt to best convey the quality of the

DLOS/PRESAGE data, and the quality of the agreement

with the Eclipse. A further figure is added at the end of this

section to illustrate line-profile agreement and noise.

III.B.1. Benchmark data set 1 – PDD from the side

The central coronal and transverse dose-planes through

the single beam irradiation incident on the side of the dosim-

eters is shown in Fig. 7. The open field was 6� 6 cm2

square, and the dosimeter was 16 cm diameter. Good agree-

ment is observed between measured and calculated isodose

lines, as expected from the 97% NDD 3D pass rates. This

irradiation tested the system’s accuracy close to the edge of

the dosimeter, and when a mix of long and short irradiated

path-lengths is present. Good agreement is observed within

�7 mm of the edge of the dosimeter.

III.B.2. Benchmark data set 2 - PDD from the top

The central transverse and coronal dose-planes through

the single beam irradiation incident on the top of the dosime-

ter is shown in Fig. 8. The open field was 4� 4 cm2 square,

and the dosimeter was 10 cm diameter. Good agreement is

observed between measured and calculated isodose lines, as

expected from the 97% NDD 3D pass rates. A loss of back-

scatter is observed to cause discrepancies in isodose lines

close to the bottom of the dosimeter. It is not known how

well AAA models this region. The DLOS/PRESAGE system

reported slight differences in the buildup region as can be

seen from close inspection of the 95% lines.

III.B.3. Benchmark data set 3 – dose plateaus

The central coronal and transverse dose-planes through

the two-beam dose plateau irradiation incident on the top of

the dosimeter are shown in Fig. 9. The open fields were

6� 6 cm2 square, separated by 3 cm, and the dosimeter was

16 cm diameter. Good agreement is observed between meas-

ured and calculated isodose lines, as expected from the 98%

NDD 3D pass rates. Slight differences are observed, how-

ever, between the high isodose lines. This distribution is sen-

sitive to spectral artifacts which would have a greater affect

on higher dose plateaus. The good agreement at all plateaus

indicates minimal spectral artifacts. Good agreement is also

observed in the gradient regions confirming high-spatial re-

solution capability.

TABLE I. 3D NDD pass rates for four simple benchmark irradiations where

the TPS distribution is considered the gold standard. Highlighted in italics

are the most commonly used accepted standards in radiation therapy clincs

(Ref. 36).

PDD top PDD

side

Dose

plateaus

four-field-

box

Diameter (cm) 10 16 16 10

Max dose (Gy) 10 6 12 4

Noise (cGy/%) 9.8/1.0 10.0/1.7 5.2/0.43 7.0/1.8

N
D

D
p
as

s
ra

te

5%, 3 mm 99.5% 99.1% 98.9% 99.9%

5%, 2 mm 99.3% 97.3% 97.1% 99.5%

3%, 3 mm 97.3% 96.5% 97.7% 97.9%

3%, 2 mm 96.3% 93.6% 95.3% 96.2%

2%, 2 mm 94.0% 84.5% 90.9% 86.0%

FIG. 7. PDD from the side benchmarking test with a 96.5% pass rate. (A) and (C) Coronal and transverse views of DLOS/PRESAGE measured dose distribu-

tions with normalized dose colormap in percentage maximum dose. (B) and (D) Corresponding measured and calculated isodose-overlay maps.
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III.B.4. Benchmark data set 4- 4 field box

The central coronal and transverse dose-planes through

four-field-box irradiation are shown in Fig. 10. The open fields

were 4� 4 cm square, and the dosimeter was 10 cm diameter.

Good agreement is observed between measured and calculated

isodose lines, as expected from the 98% NDD 3D pass rates.

Some meandering of the 50% isodose line is observed, which

is likely a consequence of the shallow gradient at this isodose

level. The four-field-box plan was the most complex of the 1st

four experiments, but represents the most clinically familiar

irradiation tested. The plan tests accuracy in the presence of

steep dose gradients, dose from edge to edge in the dosimeter,

and with a centralized high-dose region.

A comparison of line profiles through the first 4 bench-

mark tests is shown in Fig. 11.

III.B.5. Benchmark data set 5 – small field output
factors

3D dosimetry is uniquely suited to small field dosimetry

because of the potential to eliminate positioning errors, and

the lack of volume averaging and directional sensitivity.30,37

The purpose of this test was to benchmark the accuracy of

DLOS/ PRESAGE to measure small field output factors. By

exactly repeating the experiment in Clift et al., but this time

with DLOS/ PRESAGE, an intercomparison between all do-

simetry techniques was achieved. The results are shown in

Table II, with the percent differences with respect to the

mean commissioning, EBT, and PRESAGE/OCTOPUS data

in the far right column. The results show DLOS/PRESAGE

can accurately measure small field output factors down to

5 mm2, and indicate that the stray-light correction is

FIG. 9. Dose Plateaus benchmark tests with a 97.7% 3D NDD pass rate. (A) and (C) Coronal and Transverse views of DLOS/PRESAGE measured dose

distributions with normalized dose colormap in % maximum dose. (B) and (D) Corresponding measured and calculated isodose-overlay maps.

FIG. 8. PDD from the top benchmarking test with a 97.3% pass rate. (A) and (C) Transverse and coronal views of DLOS/PRESAGE measured dose distribu-

tions with normalized dose colormap in % maximum dose. (B) and (D) Corresponding measured and calculated isodose-overlay maps.
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adequately removing stray signal for the extreme situations

of small field dosimetry.

III.B.6. Benchmark data set 6 – linear measurement

The final benchmark test investigated the linearity of

dose-response of DLOS/PRESAGE over a wide range of

dose, encompassing the highest doses given in radiosurgery

(e.g., �80 Gy for trigeminal neuralgia radiosurgery). The

result is shown in Figs. 12(a) and 12(b). A highly linear

response is observed over the entire dose range tested. This

test is potentially sensitive to subtle spectral and scatter arti-

facts because the fields are all very small (1 cm2), but the

OD varies dramatically for the different deliveries. The

strong linearity indicates these effects are negligible even in

this extreme case when properly accounted for.

III.C. Calibration of DLOS/ PRESAGETM to absolute
dose

All data presented so far have been relative, in that the

measured 3D distribution is normalized to the planned

FIG. 11. Line Profiles through the first four benchmark data sets (Fig. 3) illustrate consistently high quality data, with low noise (Eclipse¼ diamond markers,

DLOS/PRESAGE¼ square markers). (A) PDD from the side, (B) PDD from the top, (C) dose plateaus, and (D) four-field-box. These profiles are un-smoothed

after reconstruction, although 5� 5 pixel median filters were applied prior to the downsizing of the original projection images to the reconstruction grid size.

All profiles correspond to the middle row of pixels in the upper left panels of the image in each plot as indicated by the dashed line. In each case the noise was

<2% of the maximum dose.

FIG. 10. Four-field-box benchmarking test with a 97.9% pass rate. (A-B) and (D-E) Coronal and Transverse views of DLOS/PRESAGE measured dose distri-

butions with normalized dose colormap in % maximum dose. (C) and (F) Corresponding measured and calculated isodose-overlay maps.
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distribution. The strong linearity of PRESAGE dose-

response makes this normalization a very simple scaling

procedure. However, estimating absolute dose values for

3D PRESAGE distributions is an important goal. Two

methods of achieving this have been investigated to-date.

In the first, remainder PRESAGE material from the same

batch as the experimental dosimeter is poured into �6 op-

tical-cuvettes (1� 1� 6 cm3 dimensions). The OD of these

cuvettes is then measured using a spectrophotometer

before and after the cuvettes are irradiated to known doses

spanning the dose range delivered to the experimental do-

simeter giving the DOD�Gy�1�cm�1. The calibration curve

obtained from the cuvettes can then be applied to the ex-

perimental dosimeter to convert from relative to absolute

dose. This method is found to yield absolute dose agree-

ment typically within about 5% of the calculated plan.

One possible reason for the discrepancy is the measure-

ment devices. The cuvettes are measured with a spectro-

photometer which utilizes a prism to separate out the

desired wavelength from a white-light source whereas the

dosimeters are measured in the DLOS system which may

have a slightly different illumination spectrum causing this

discrepancy. Subtle differences have been observed, how-

ever, in the ageing and sensitivity characteristics of the

very small cuvette volumes and the much larger dosimeter

volumes. The precise cause is under investigation, but is

believed to be related to the different rate of curing of the

polymer in the two cases, and resulting subtle differences

in the polymer lattice strength. In the second method, a

separate treatment is delivered to an alternate PRESAGE

dosimeter which is identical except that it has a central

channel to house an ion-chamber. In this instance, how-

ever, the absolute dose in PRESAGE has to be determined

using a different dosimetry system (e.g., ion-chamber

placed inside PRESAGE dosimeter). Until these effects are

better understood, the DLOS/ PRESAGE system is best

used in relative mode as described here.

For illustration we do include here the results of absolute

dose calibration for the dose plateaus benchmark data set

shown in Fig. 9. Four cuvettes from this batch were irradiated

to known doses and measured in a spectrophotometer to obtain

a measured DOD�Gy�1�cm�1. The cuvettes responded with a

0.0203 DOD�Gy�1�cm�1which translates to a calibrated dose

in the central region of the high-dose plateau of 10.0 Gy for

the transverse plane shown in Fig. 9. Eclipse’s AAA algorithm

calculates a dose of 10.4 Gy, a difference of 4% from Eclipse.

The main source of this error is still under investigation, but

probably due to the volume effect described above.

III.D. Application of 3D clinical data

One of the goals of this work was to determine appropri-

ate NDD/gamma criteria for use in clinical dosimetric verifi-

cation of patient QA deliveries. To investigate this, multiple

analysis were performed where the DD and Dd criteria were

varied (the 5% dose threshold was kept constant). Table I

displays the results. A recent survey found for the most com-

mon criteria in current use for planar devices is 3% DD, 3

mm Dd. A greater than 90% passing rate (evaluated for all

voxels receiving >5% dose threshold) was required to qual-

ify as passing the QA test. From Table I, a 3%, 2 mm

TABLE II. Small field output factors measured by DLOS/PRESAGE with comparison to the data acquired on the same treatment machine as reported in Clift

et al. Following each datum is the uncertainty of each measurement. The final column is a list of the percent difference of the DLOS/PRESAGE with respect

to the mean of commissioning, EBT, and OCTOPUS/PRESAGE data.

Field size (mm) Commissioning data EBT (Ref. 30) OCTOPUS/PRESAGE (Ref. 30) DLOS/PRESAGE (this work) Percent difference

30� 30 – 0.892 6 0.076 0.901 6 0.027 0.898 6 0.027 0.7%

20� 20 0.858 0.886 6 0.075 0.856 6 0.026 0.890 6 0.027 2.7%

10� 10 0.767 0.795 6 0.066 0.789 6 0.024 0.802 6 0.024 2.3%

5� 5 0.626 0.636 6 0.054 0.649 6 0.019 0.611 6 0.018 4.0%

FIG. 12. (A) Axial reconstruction (0.5 mm3 resolution) of the 4–1 cm2 small field deliveries to doses of 10, 20, 40, and 80 Gy. The y scale is attenuation coeffi-

cient per pixel, showing a factor 10 variation between beams. (B) Four pixel-average region of interest values plotted versus the delivered monitor units, indi-

cating strong linearity up to 80 Gy.
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analysis will meet the 90% cutoff pass rate for the bench-

mark sets. The 2%, 2 mm criteria would be too stringent.

IV. CONCLUSION

This work represents a key milestone for the DLOS/PRE-

SAGE 3D dosimetry system. All components in the DLOS

imaging chain are optimized, and this, coupled with

improved quality of PRESAGE dosimeters (resulting from

improved manufacturing processes leading to reduced

Schlieren bands and more transparent dosimeters), has cre-

ated a uniquely useful tool for 3D dosimetry. The telecentric

nature of the DLOS system proved key to achieving high ac-

curacy with low noise over short imaging times (<15 min).

Telecentric imaging brings two advantages, both of which

help reduce the problem of stray-light, which can be a major

source of error and challenge for fast broad-beam scanning

systems.38–41 First the amount of scattered light in projection

images is small due to the telecentric acceptance criteria of

0.1�. Second, the residual stray-light, originating mostly

from refraction and reflection within the imaging lens,

behaves in a manner that can be accurately corrected using a

spatially invariant point-spread-function deconvolution.28

DLOS/PRESAGE has now been commissioned and

benchmarked for clinical application for the dosimeters stud-

ied in this work (10 and 16 cm diameter). The system was

shown to be accurate for relative 3D dosimetry, with low

noise (<2% of maximum dose). When applied to the verifi-

cation of unknown complex dose distributions, NDD passing

rates of >90% (3%, 2 mm) or >95% (3%, 3 mm) are shown

to be appropriate thresholds.
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