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SYMPOSIUM REVIEW

Evaluating the adaptive-filter model of the cerebellum

Paul Dean and John Porrill

Department of Psychology, University of Sheffield, Sheffield S10 2TP, UK

Abstract The adaptive-filter model of the cerebellar microcircuit is in widespread use, combining
as it does an explanation of key microcircuit features with well-specified computational power.
Here we consider two methods for its evaluation. One is to test its predictions concerning relations
between cerebellar inputs and outputs. Where the relevant experimental data are available, e.g.
for the floccular role in image stabilization, the predictions appear to be upheld. However, for
the majority of cerebellar microzones these data have yet to be obtained. The second method
is to test model predictions about details of the microcircuit. We focus on features apparently
incompatible with the model, in particular non-linear patterns in Purkinje cell simple-spike firing.
Analysis of these patterns suggests the following three conclusions. (i) It is important to establish
whether they can be observed during task-related behaviour. (ii) Highly non-linear models based
on these patterns are unlikely to be universal, because they would be incompatible with the
(approximately) linear nature of floccular function. (iii) The control tasks for which these models
are computationally suited need to be identified. At present, therefore, the adaptive filter remains
a candidate model of at least some cerebellar microzones, and its evaluation suggests promising
lines for future enquiry.
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The adaptive-filter model of the cerebellar cortical micro-
circuit was introduced by Fujita (1982), based on
the original ideas of Marr (1969) and Albus (1971).
Versions of the adaptive filter are now widely used
for modelling how the cerebellum learns to make
accurate movements, particularly of the eyes [e.g. smooth
pursuit, vestibulo-ocular reflex (VOR)], eyelids (eyeblink
conditioning) and arms (reaching; see references in Dean
et al. 2010). The adaptive filter has the following three
key features (Fig.1): ‘analysis’ of input signals into a
large number of component signals; ‘synthesis’ of these
components by weighting them individually and then
summing to produce the filter output; and adjustment
of the weights by a teaching signal. Its general structure
has similarities to a simplified version of the cerebellar
cortical microcircuit (Fig.2) and offers explanations for
two of the most striking features of the microcircuit.

One feature is the enormous proliferation of granule
cells, which are estimated to constitute ~80% of all
neurons in the human brain (Herculano-Houzel, 2009). In
the adaptive-filter model, they are needed to provide a set
of (possibly non-linear) component signals that is large
enough to allow synthesis of all desired output signals.
The second feature is the unusual behaviour of climbing
fibres. These fire on average at ~1 Hz, apparently too low
a frequency to have significant impact on Purkinje-cell
output (~40 Hz). However, a single climbing-fibre action
potential produces a large, widespread calcium transient
throughout the Purkinje-cell dendritic tree in a manner
thought to be related to plasticity at the estimated 150 000
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Figure 1. Adaptive filter
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parallel-fibre synapses on the tree (e.g. Ohtsuki et al. 2009).
This combination of properties is exactly that required
by an adaptive-filter teaching signal, which must alter all
the weights appropriately without contaminating the filter
output.

Aswell as offering explanations for important structural
features of the microcircuit, the adaptive-filter model has
very desirable functional properties. It uses the covariance
learning rule (Fig. 1), which is both biologically plausible
and equivalent to the least mean square rule in artificial
systems (Widrow & Stearns, 1985). This rule can be shown
to be optimum in the sense of minimizing the mean square
difference between desired and actual output, and its
effect for appropriately connected filters is to decorrelate
all the component signals from the teaching signal, a
procedure exactly suited to basic tasks such as noise
cancellation (Fig.3) and learning accurate movements
(Fig. 4) that are associated with the cerebellum. Moreover,
because the basic function of the adaptive filter is to deal
with time-varying signals, the adaptive-filter model of
the cerebellum copes naturally with the issues of timing
that are associated with cerebellar function. Finally, the
adaptive filter is a natural candidate for the essential
adaptive element in the wide variety of signal-processing
and control schemes that have been recently proposed to
explain cerebellar function, such as internal models, state
estimation, Kalman filters and Smith predictors (further
details in Dean et al. 2010). Such schemes have been
suggested to play roles not only in sensory and motor
processing, but also in cognition (e.g. Ito, 2008).

teaching (emor)
sonal a(t)

Synthesis
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Adjustable impulse
response

A commonly used adaptive filter architecture is the analysis—synthesis filter. A bank of fixed filters G; analyses
the input signal x(t) into component signals p;(t) = G;[x(t)]. This figure shows an example of a bank of three
leaky-integrator filters with different time constants. The component signals are recombined to form the output
signal y(t), with the amount of a given component in the output controlled by an adjustable weight w; so that
y(t) = > wj pi(t). Weights are adjusted automatically by the learning rule, sw; = —B(ep;), where dwjis the change
in weight, e(t) is a teaching signal carrying information about errors in filter output, p;is the input signal to the
weight w; and (ep;) denotes the covariance of e with p;. This learning rule is called the covariance learning rule
(Sejnowski, 1977) or the least mean square rule, because when e is the error in the output y(t), it can be shown
to minimize the mean square performance error, or the decorrelation learning rule because learning stops when
errors e are uncorrelated with all filter inputs p;. Although the filter output is linear in the weights w;, by including
appropriate non-linear component filters G;[x(t)] in the analysis layer, it can be used to model non-linear filters.

Adapted from Fig. 1A of Dean & Porrill (2010).
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Signal processing by cerebellar microcomplexes

The power and plausibility of the adaptive-filter model
suggests its suitability for detailed evaluation, and in
this and these next sections we consider two different
evaluative procedures. The first is to assess how far the
signal processing by a particular functional subregion
of the cerebellum is consistent with the operations of
an adaptive filter. The flocculus is probably the sub-
region whose signal processing has been most extensively
investigated and, as argued elsewhere (Dean & Porrill,
2010), its connectivity with respect to retinal image
stabilization appears to conform well to that expected
from an adaptive filter (Fig.4). Moreover, the changes
in Purkinje-cell firing that accompany changes in VOR
gain induced by appropriate training appear to be those
expected from an adaptive filter. This issue has in
fact turned out to be much less straightforward than
originally envisioned, partly because the primate flocculus
is also involved in smooth pursuit as well as in image
stabilization (see references in Medina & Lisberger, 2008),
and partly because there is an additional site of synaptic
plasticity relevant to VOR adaptation in the vestibular
nuclei (see references in Boyden et al. 2004; Ke et al.
2009). However, simulation studies that attempt to take
these complexities into account suggest the adaptive-filter
model is able to explain the pattern of experimental
results observed for VOR adaptation (Porrill & Dean,
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2007; Menzies et al. 2010); though see McElvain ef al.
(2010).

A key feature allowing this assessment to be made
is that the links between floccular output and its
climbing-fibre input are reasonably well understood. The
relationship between floccular Purkinje-cell simple-spike
firing and eye-movement parameters has been the subject
of systematic investigation for more than 30 years (Boyden
et al. 2004); the effect of eye movements on retinal image
slip can be easily calculated; and floccular climbing fibre
input is known to be dominated by retinal slip signals
(Simpson et al. 1996; Highstein et al. 2005). Thus, the
loop between output and input via the external world
(Fig. 4) can be characterized. This is not the case for most
regions of the cerebellum, however, and even where there
are exceptions the evidence is still incomplete.

For example, one extensively studied task that is
dependent upon the cerebellum is delay eyeblink
conditioning. This task involves part of the hemisphere
of lobule VI, possibly zone DO (Mostofi et al. 2010), and it
has been suggested that the role of the cerebellum can be
explained at a general level by the ideas of Marr and Albus
(e.g. Yeo & Hesslow, 1998), and more specifically by an
adaptive-filter-type model (Medina et al. 2000). However,
the problem here is not that the relationship between
cerebellar output and climbing-fibre input is unknown;
rather, the classical conditioning model ensures that there
can be no such relationship in the external world, because
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Figure 2. Simplified diagram of cerebellar cortical microcircuit

The input signals to the cerebellum are carried by mossy fibres, which synapse on granule cells. Granule cells
axons bifurcate and form parallel fibres (PFs), which extend over the surface of the cerebellum in parallel fibre
beams, synapsing extensively on Purkinje cells, which are the output cells of the cerebellum, and causing them to
produce simple spikes. In addition to its many PF inputs, a Purkinje cell takes input from a single climbing fibre,
which winds around the dendrites of the Purkinje cell and produces complex spikes on a one-to-one basis. Note
that this simplified figure omits many details of the microcircuit, such as the ascending granule-cell axon inputs,
inhibitory projections from granule cells to Purkinje cells via stellate and basket cells, and the recurrent connection
of granule cells via Golgi cells. The Marr—Albus interpretation of the microcircuit maps elegantly onto the adaptive
filter architecture shown in Fig. 1. Processing of the mossy-fibre input signal in the granule cell layer is interpreted
as analysis by a bank of filters, to produce component signals carried on the parallel fibres. Combination of
these PF inputs weighted by the efficacies of the PF—Purkinje cell (PC) synapses to produce Purkinje-cell output
is interpreted as the synthesis stage. The climbing-fibre input is interpreted as a teaching signal, which adjusts
synaptic weights according to a spike-timing dependent plasticity rule in which weights are decreased (LTD) when
the parallel fibre and climbing-fibre input to a synapse are positively correlated and increased (LTP) when they are
negatively correlated; this learning rule is equivalent to the covariance learning rule described in Fig. 1. Adapted

from Fig. 1A of Porrill et al. (2004).
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by definition the unconditioned stimulus is delivered
regardless of the animal’s response. One solution to this
problem has been to postulate an internal comparator that
subtracts a version of the conditioned response command
from the unconditioned stimulus signal (e.g. Medina et al.
2002). Although this addition permits an adaptive-filter
model of the cerebellum to learn which stimuli predict
the unconditioned stimulus, it does not specify values for
conditioned response amplitude and duration (Lepora
et al. 2010). It is not currently understood how these
parameters are in fact specified, and it is possible that
the C2 zone of lobule VI is also involved (Chen & Evinger,
2006; Lepora et al. 2010). This problem is highlighted
in the well-defined adaptive-filter model, but applies to
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Figure 3. Architecture for adaptive noise cancellation

In many applications, a signal of interest s is contaminated by
additive noise n so that the observable signal is s + n. Although the
noise component n is not itself observable, it may be known to be
generated by a noise channel whose input r, called the reference
noise, is observable. If an adaptive filter can be trained to mimic the
properties of the noise channel, it can be applied to the reference
noise to obtain an estimate A of n. Subtracting this estimated noise
from the observed signal s + n then gives an estimate § =s +n — i
of the signal of interest. When the noise is successfully removed, the
signal estimate 5 will be decorrelated from the reference noise r;
hence, it can be used as the teaching signal e in the covariance
learning rule. The decorrelation algorithm is thus beautifully suited
to the task of noise cancellation. The noise cancellation architecture
has been applied in a biomimetic whisking robotic to removing the
component of whisker sensor signals generated by whisker
self-motion (Anderson et al. 2010). Whisker sensory signals are a
combination of ‘touch’ signals generated by deflections on contact
with objects and the ‘self-noise’ signals generated by free whisking.
These self-noise signals are generated via motor commands to
whiskers, and these commands can be regarded as a reference noise
signal. This example demonstrates that the adaptive filter is an
essential component of theories which propose that the cerebellum
implements forward and inverse models; here the adaptive filter
learns a forward model of the plant dynamics which transforms
motor commands into sensory self-noise signals. This architecture is
related to that proposed for sensory noise cancellation in
‘cerebellum-like’ structures, such as the electrosensory lateral line
lobe in mormyrid electric fish (Dean et al. 2002), but differs crucially
in providing a role for the inferior olive (Dean & Porrill, 2010).
Diagram adapted from Fig. 1B of Anderson et a/. (2010).
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all models that lack criteria to allow the system to assess
whether a conditioned response is the ‘correct’ shape.

A second example where connectivity appears to be
relatively well understood is the oculomotor vermis
(zone A) located in lobules VIb, VIc and VII (for recent
review see Iwamoto & Kaku, 2010). This region is
concerned with calibrating saccadic accuracy, and its
operations have been modelled by versions of an adaptive
filter (Schweighofer et al. 1996; Ebadzadeh & Darlot,
2003; Gad & Anastasio, 2010). However, whereas some
experiments indicate that the signal conveyed by climbing
fibres to the oculomotor vermis contains the information
about saccadic inaccuracy required for the adaptive-filter
learning rule (Soetedjo & Fuchs, 2006; Soetedjo et al.
2008,2009), other studies suggest the climbing-fibre signal
increases rather than decreases in magnitude as saccadic
adaptation proceeds (Catz et al. 2005; see also Dash et al.
2010). Possible reasons for this discrepancy have been
discussed (e.g. Highstein et al. 2005; Iwamoto & Kaku,
2010), but general agreement has yet to be reached.

These examples illustrate the difficulties of identifying
the critical input—output signals for a functional cerebellar
subregion and help to explain why, at present, so few
have been properly characterized. Cerebellar cortex can
be divided into microzones, each with a distinctive input
from a particular region of the inferior olive (reviewed
by, e.g. Apps & Garwicz, 2005; Apps & Hawkes, 2009).
An individual microzone projects in turn to a particular
region of the deep cerebellar nuclei, in which some
cells project back to exactly the part of the inferior
olive that innervates both the parent microzone and
the nuclear region. This loop (termed a microcomplex)
suggests a functional subunit, and it has been estimated
that the cat cerebellum contains about 5000 of them
(Dean et al. 2010). Thus, even if it turns out that the
cerebellar roles in both eyeblink conditioning and saccadic
adaptation can be explained by the adaptive-filter model,
that conclusion would have been established for well under
1% of cerebellar microcomplexes.

Microcircuit features

The second evaluative procedure is to assess how far
the model’s theoretical description is consistent with
particular features of the cerebellar microcircuit. Although
the simplified circuitry shown in Fig. 2 is compatible with
the basic structure of an analysis—synthesis filter, much
more is now known about details of the microcircuit
than when the main features were originally described.
These new discoveries provide the ground for a more
rigorous assessment of the adaptive-filter model (Dean
etal. 2010), and highlight a general issue concerning model
evaluation. The model shown in Fig. 1 is formulated at an
abstract, signal-processing level. To explain more detailed
microcircuit features, it needs to be reformulated at the

© 2011 The Authors. Journal compilation © 2011 The Physiological Society
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appropriate level, in accord with the general framework
outlined by the International Union of Physiological
Sciences for modelling physiological entities at a range
of different levels from molecules to systems (Hunter &
Nielsen, 2005).

If the appropriate level of modelling can be achieved,
three main evaluative outcomes are possible. The first
outcome is that a new feature proves to be strikingly
congruent with the predictions of the model. Examples
of such congruency have been reviewed elsewhere (Dean
et al. 2010); here a brief summary is given to indicate how
a model originally proposed in 1982 is able to account for
recent experimental discoveries.

Congruent features

While early studies of plasticity at the synapses between
parallel fibres and Purkinje cells focused on the long-term
depression (LTD) produced by pairing parallel-fibre and
climbing-fibre stimulation, more recent investigations
have indicated that long-term potentiation (LTP) can
also be obtained (Jorntell & Hansel, 2006). This LTP is
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produced by parallel-fibre stimulation in the absence of
climbing-fibre activation, and is able to reverse the effects
of LTD. Such bidirectional plasticity is exactly that required
by the covariance rule used in the adaptive filter.

A second recent discovery is that many (85-98%)
synapses between parallel fibres and Purkinje cells appear
to be silent (Isope & Barbour, 2002; Ekerot & Jorntell,
2003). The very large number (~150,000) of parallel-fibre
synapses suggests that many will be carrying signals
irrelevant to a particular learning task; moreover, even
some of those that do convey relevant signals are likely
to be corrupted by internal or external noise. In the
adaptive-filter model, irrelevant or noisy signals that
drive Purkinje-cell output produce errors that appear
in the climbing-fibre signal. For example, in the VOR
architectureillustrated in Fig. 4, noisy Purkinje-cell output
will produce eye movements that generate rather than
remove retinal slip. The resultant correlation between
parallel-fibre and climbing-fibre inputs will cause the
synapses involved to be driven to zero by the covariance
learning rule (Porrill & Dean, 2008; Dean et al. 2010).
Thus, the adaptive-filter model accounts naturally for

- retinal slip
Ad?ptlve < @ teaching signal
filter ®
¥
Brainstem 9
eye Plant [eye ¥ residual surround
movement velocity self slip motion
command
>V
vestibular head
input velocity

Figure 4. Architecture for learning accurate tracking movements

The architecture shown in Fig. 3 removes the effects of self-movement from an internal estimate of a sensory input.
An alternative strategy, adopted in the vestibulo-ocular reflex, is to counteract the self-movement (in this case of
the head) by moving the sensor itself (in this case the retina). This strategy requires three major modifications to
the architecture shown in Fig. 3 so that it can be used to learn the required accurate tracking eye movements.
(i) The output of the cancellation module is now a motor command to the oculomotor (OM) plant rather than
an estimate of the self-induced slip; when learning is complete, retinal slip will be decorrelated from the motor
command, i.e. it will have no self-generated component. (i) As the cancellation of head velocity by eye velocity
is now physical rather than internal, the signal required for the teaching signal is no longer an internal signal but
is the measured retinal slip itself. This sensory signal must be made available on the climbing fibre. (iii) A copy
of the motor command signals must be made available to the adaptive filter. Also, since the direct path via the
brainstem contributes to the vestibulo-ocular reflex, the cerebellum only learns a ‘partial’ forward model. In this
example, the required connections of the adaptive filter can be compared in detail with the biological evidence.
The relevant area of the cerebellum is the flocculus; its involvement in image stabilization is well established, both
by classical inactivation and lesion studies in a variety of species and by more recent studies in mutant mice (e.g.De
Zeeuw & Yeo, 2005). Its two main types of mossy-fibre input convey vestibular information and an efference copy
of eye-movement commands (e.g. Miles et al. 1980) exactly as required by the architecture shown (Dean et al.
2002; Porrill et al. 2004). Its climbing-fibre input signals retinal slip (e.g. Simpson et al. 1996), and its Purkinje
cells project to ocular motoneurons, with the most direct projections having either two or three synapses. Their
simple-spike firing rates are related to eye movements (>30 in vivo studies in primates alone), with a number of
studies providing detailed quantitative analyses of firing rates in relation to eye position, velocity and acceleration
(e.g. Gomi et al. 1998). Diagram adapted from Fig. 3B of Dean & Porrill (2010).
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the preponderance of silent parallel-fibre Purkinje-cell
synapses.

A third microcircuit feature congruent with the model
concerns plasticity in the pathway from granule cells to
Purkinje cells via stellate and basket cells. In the basic
adaptive filter model (Fig.1), weights can take either
positive or negative values (Fig. 1), whereas actual synapses
are of course constrained to either excitatory or inhibitory.
When this constraint is introduced into the model, it
becomes apparent that a second, inhibitory pathway from
the analysis stage of the filter to the synthesis stage is
required, corresponding to an inhibitory pathway between
granule cells and Purkinje cells (Porrill & Dean, 2008).
Exactly such a pathway is provided via the molecular
layer interneurons, and its properties regarding synaptic
plasticity (Jorntell & Ekerot, 2002; Ekerot & Jorntell, 2003)
appear to be those predicted by the adaptive-filter model
(Dean et al. 2010).

Finally, a very recent study of mice with Purkinje-cell
specific knockout of the protein phosphatase PP2B
points to the importance of cerebellar LTP in VOR gain
adaptation (Schoneville et al. 2010). This importance is
consistent with the predictions from the model that most
parallel-fibre synapses will be silent, and that therefore for
some tasks the initial acquisition cannot take place via LTD
but must instead use LTP (Dean & Porrill, 2008; Porrill &
Dean, 2008; Dean et al. 2010).

Unrelated features?

A second outcome of evaluating microcircuit features is
that the feature in question turns out to be unrelated to
the computational properties of the model, but is relevant
instead to implementation-level issues concerning the
properties of neural tissue. For example, Purkinje cells
are very vulnerable to glutamate-mediated excitotoxicity
(see references in Piochon et al. 2010), so it is possible
that certain forms of plasticity, for example at synapses
between parallel fibres and Purkinje cells, act to reduce
this vulnerability by keeping Purkinje-cell firing rates
within bounds (Dean et al. 2010). This suggestion has been
considered in the general context of homeostatic plasticity
(e.g. Turrigiano & Nelson, 2004), and more specificallyasa
functional explanation of LTD at synapses between parallel
fibres and Purkinje cells (De Schutter, 1995). Thus, not all
forms of plasticity identified in the cerebellar microcircuit
need be accounted for by the computational adaptive-filter
model.

Other examples of features that may not be related
directly to computational competence have emerged from
recent studies of granular-layer processing. While some
studies have emphasized the apparently almost trivial
nature of the transformation between mossy-fibre input
and granule-cell output (see references in Dean etal. 2010),
others have described complex signal-processing features,
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such as delayed responses (‘time windowing’), oscillations
and plasticity (D’Angelo & De Zeeuw, 2009; D’ Angelo et al.
2009; Mapelli et al. 2010). At present, it is unclear whether
these differences in emphasis represent differences in
granular-layer processing between microzones (Dean &
Porrill, 2010) or in currently unidentified differences
in experimental approach. Three points emerge from
the adaptive-filter perspective. Firstly, although the filter
requires an extensive range of ‘analysed’ responses to
a given input (Fig.1), and the obvious location for
generating those responses is the granular layer (Fig. 2),
a substantial contribution from the already-existing
diversity of mossy-fibre responses is not in the least
ruled out (Dean et al. 2010). Secondly, theoretical
analyses of adaptive-filter learning indicate that it can
be greatly facilitated by plasticity at the analysis stage
that can produce an efficient code specifically tailored
to an individual sensorimotor problem. A key task for
current research is to assess whether the experimentally
demonstrated forms of granular-layer plasticity are in
fact suited to this computational role. Finally, it is at
present unclear whether granular-layer oscillations are
needed for a central computational function or are
primarily a byproduct of neural implementation (see pre-
vious paragraph). To return to the point made above,
multiscale modelling is needed to help resolve this
problem, in particular a new detailed implementation
of the adaptive-filter model that embodies the relevant
complexities of cerebellar neurons.

Incompatible features: patterns and pauses
in simple-spike firing

The third outcome is that a particular feature of the
microcircuit appears definitely incompatible with the
adaptive-filter model. The implications of this outcome
are considered here for a particular example, namely
the presence of ‘patterns and pauses’ in Purkinje-cell
simple-spike firing (De Schutter & Steuber, 2009).

It is first important to distinguish ‘patterns and pauses’
from an apparently similar phenomenon described for
Purkinje-cell simple-spike firing, namely bistability (De
Schutter & Steuber, 2009). Some aspects of the relation
between bistability and the adaptive filter have been briefly
considered elsewhere (Dean & Porrill, 2010; Dean et al.
2010); here the major points are summarized to clarify
the differences between bistability on the one hand and
patterns and pauses on the other.

Bistability. Purkinje cells can alternate between ‘up’ states,
with depolarized membrane potential and simple-spike
firing, and ‘down’ states, with hyperpolarized membrane
potential and no simple spikes (Fig. 5A; Llinas & Sugimori,
1980; Loewenstein et al. 2005). However, these states are
relatively long lasting (>1s) and appear to have been

© 2011 The Authors. Journal compilation © 2011 The Physiological Society
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described primarily in vitro or in anaesthetized animals,
rather than in awake animals performing a relevant task
(Schonewille et al. 2006). In particular, they have not been
described in the large number of studies of floccular firing
in awake animals referred to above, which have found
relationships between simple-spike firing parameters and
behavioural features, such as eye position and velocity,
that indicate little if any significant interference from the
intrusion of long-duration down-states.

It remains possible that bistability is functionally
significant in cerebellar microzones other than the
flocculus. Urbano et al. (2006) compared the properties of
neurons in two regions of the inferior olive, one projecting
to the flocculus and the other to the lateral D zone in
the hemispheres (Apps & Hawkes, 2009). Only the latter
showed subthreshold oscillations and robust rhythmicity
at 6—12 Hz, features that could contribute to the generation
of bistability by allowing complex spikes to toggle between
states (Loewenstein et al. 2005). In this case, Purkinje-cell
bistability might reflect a new mode of motor control or
planning, made necessary by the huge complexity of the
multijoint somatomotor system (e.g. Urbano et al. 2006),
and requiring olivary input to play a novel role by the direct
driving of motor output by generating temporal patterns
(e.g. Jacobson et al. 2008).

Evaluation of this new version of the cerebellar
algorithm reveals two difficulties. Firstly, many recordings
of Purkinje-cell firing in the lateral and intermediate
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regions of the cerebellum concerned with arm movements
do not report bistability, but instead suggest that firing
rates are related to task variables (see references in e.g.
Norris et al. 2004; Roitman et al. 2009), just as in the
flocculus. Indeed, one recent study of the lateral D zone in
cats concluded that its ‘Purkinje-cell activity reflects the
operation of an internal model’ (Cerminara et al. 2009,
p- 429) of a moving visual target. Such a role would be
entirely consistent with the adaptive-filter algorithm. It
appears that experimental demonstration of task-related
bistability in awake animals remains a critical goal in
evaluating the new algorithm.

Secondly, the adaptive-filter algorithm is known to be
effective in a very wide range of signal-processing and
control-engineering contexts, and it is understood how in
principle it could contribute to putative cerebellar roles,
such as learning internal models or state estimation (Dean
et al. 2010). In contrast, the computational properties of
the new algorithm are not well understood at either a
theoretical or a practical level (for example, how they could
be used to control a multijoint robot arm). Addressing
this issue will be important for evaluating all models that
require the inferior olivary input to help drive cerebellar
output rather than act as a teaching signal (Llinas et al.
2004; Bandyopadhyay et al. 2009).

Patterns and pauses: data. Returning to the main topic
of patterns and pauses, we first briefly describe the relevant

°)
]

0.1 0.2 0.3 0.4 0.5

Time (sec)

< 0 NN O 0

Figure 5. Bistability, patterns and pauses in Purkinje cell firing

A shows an in vivo extracellular recording from a guinea-pig Purkinje cell. High-frequency bursts of simple spikes are
separated by quiescent periods of the order of ~1 s associated with membrane potential down-states. Reproduced
with permission from Loewenstein et al. (2005). B shows a segment of a Purkinje cell simple-spike train recorded in
vivo. Spikes are classified as initiating pauses if followed by an interspike interval of >12 ms, or as part of a single
pattern if the coefficient of short-range variation (CV;) of the interspike intervals on either side of the spike is <0.2
(further details in main text). The results of the spike classification are shown in C, with pauses unshaded, patterns
shaded, and the first interspike interval in each pattern shaded more darkly. The analysis reveals sequences of
patterns and pauses which are incompatible with a renewal process. Reproduced with permission from Elsevier

from De Schutter & Steuber (2009).

© 2011 The Authors. Journal compilation © 2011 The Physiological Society



3466

data. Shin & De Schutter (2006) investigated synchronous
pauses in simple-spike firing patterns obtained from
Purkinje cells in crus II of rats anaesthetized with ketamine
and xylazine. Simple-spike pauses were defined as those
interspike intervals (ISIs) equal to or larger than a defined
threshold of 12 ms (corresponding to a mean firing rate
of 83 spikes s™'). The main findings were that ~13% of
all pauses were synchronized in nearby Purkinje cells
(<100 pm apart), and that these pauses had a median ISI
of 20 ms. In fact almost no ISIs, synchronized or otherwise,
were greater than 50 ms, a finding that emphasizes the
distinction between ‘patterns and pauses’ and bistability.
‘Tt is unlikely that the . . .. pauses we observed correspond
to quiescent down states because the latter last on average
for several seconds’ (Shin & De Schutter, 2006, p. 3490).
A very similar ISI distribution is shown in Fig.2 of
Holtzman et al. (2006), also from anaesthetized rats
(usually urethane). It is, however, unclear why Shin &
De Schutter did not observe down-states, given that
Loewenstein et al. (2005) found that, in Sprague—Dawley
rats under ketamine and xylazine anaesthesia, 24 of 24
Pukinje cells showed bistability with 52% of time spent in
the down-state (Loewenstein et al. 2006).

A subsequent analysis of simple-spike trains in
anaesthetized rats (Shin et al. 2007b) focused on their high
coefficients of variation (CVs), which suggested that they
might be generated by a renewal process (in which case
the ISIs would be independent and identically distributed;
more details below). A measure of short-range variability
(CV,) was used to separate segments of firing that were
regular (termed ‘patterns’) from the remainder (termed
‘singles’). The latter did not correspond simply to pauses,
though the data (Figs 9C and 10A of Shin et al. 2007b)
suggest that almost all the ISIs greater than 50 ms are
to be found in singles. Statistical fitting of y-process
parameters to these two classes indicated that they had
separate properties (though it should be noted that at least
20 consecutive ISIs were needed to obtain a correct y-order
estimate, so that only 1.3% of all regular patterns could be
used). This work was extended by Shin et al. (20074), who
also analysed recordings from the flocculus or paramedian
lobule of both anaesthetized and awake mice. While CVs
in these cases were 1.74 and 1.39 (3.93 for anaesthetized
rats), values of CV, were 0.30 and 0.39 (0.51), ‘suggestive
of much more regular firing at short time scales” (Shin
et al. 2007a, p. 3). When a CV, value of 0.2 used to
identify regular patterns, 72% of patterns were only two
or three ISIs long, with only 4% greater than 10 ISIs
in anaesthetized rodents and only 0.4% in awake animals.

Finally, Steuber et al. (2007) re-analysed simple-spike
data from floccular Purkinje cells in both wild-type
and mutant (L7-PKCi) mice during performance of the
optokinetic reflex (Goossens et al. 2004) and found that
the proportion of longer ISIs in the range 20-60 ms was
higher in the mutant animals.
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Patterns and pauses: theoretical interpretation. These
observations have been interpreted in a framework that
retains important features of the adaptive-filter model (De
Schutter & Steuber, 2009). For example, it is argued that
regular patterns of simple-spike firings might plausibly be
produced by Purkinje cells passively integrating ‘strong
excitatory inputs composed of numerous small inputs,
which are not balanced by inhibitory inputs’ (Shin
et al. 2007b, p.792), perhaps with a contribution from
the intrinsic firing properties of Purkinje cells, whereas
singles could be produced by inputs from ascending
axons, or by feedforward inhibition from granule cells via
molecular-layer interneurons. As the climbing-fibre input
does not directly induce pauses (there was no evidence
of complex spikes triggering transitions between high
and low firing rate regimes), it retains its interpretation
as a teaching signal, modulating synaptic weights via
complex spikes. Just as in the adaptive filter, it is the
simple-spike train which carries the ‘informative’ output
of the Purkinje cell. In this regard, the computational
framework proposed for patterns and pauses differs much
less from that of the adaptive filter than frameworks
associated with bistability.

Nonetheless, two important theoretical issues emerge.
The first concerns the role of Purkinje-cell outputs,
because the new theory assigns specific roles to two
different components of the Purkinje-cell simple-spike
train. Regular spiking patterns function as a rate code
and set the ‘amplitude’ (which can be zero) of subsequent
rebound bursts in deep cerebellar nuclei (DCN) neurons,
while pauses provide a temporal coding signal which,
when sufficiently synchronized across afferent Purkinje
cells, will evoke a rebound burst at the preset amplitude.
This complex non-linear output coding is quite different
from the simple linear code assumed by the adaptive-filter
model.

The second theoretical issue concerns the mechanism
by which pauses and patterns are generated. It has been
suggested that pauses be understood in the context of
a particular perceptron-like model (Steuber et al. 2007),
in which learning is dominated by LTD of synapses with
initially ‘high’ weights. The finding by Steuber et al. (2007)
that such burst-pause inputs to the DCN are likely to be
stronger before training Purkinje neurons with LTD than
afterwards is opposite to the original prediction by the
Marr—Albus theory that LTD learning leads to an increase
in pause responses (Albus, 1971).

Possible artefact. As in the case of Purkinje-cell
bistability, it is first necessary to establish whether the
findings apparently incompatible with the adaptive-filter
model are artefactual. Specifically, evidence is needed
that pauses and patterns can be observed in task-related
Purkinje-cell firing, because the data from awake animals
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in the study of Shin et al. (2007a) came from restrained
mice that were not performing any behavioural task.
Although many studies of task-related firing (particularly
in the flocculus) report only relations with task variables,
it should be noted that ‘pauses and patterns’ require
particular statistical analyses for their detection; pauses
are only ~50 ms long (consistent with a 20 Hz firing rate)
and so are much shorter than the ~1s pauses required
by bistability. Patterns are identified by reference to the
CV, statistic, not normally used in the analysis of floccular
discharge. Thus, whether the patterns and pauses observed
in apparently idling cerebellar cortex can also be seen
in working cortex is still to be determined. It should
be noted that the analyses reported by Steuber et al.
(2007) are not directly relevant to the issue, because their
focus was on differences between normal and mutant
behaviour, not on normal behaviour as such. In any
case, the differences found in these analyses were very
subtle and of obscure functional significance, given that
the original study (Goossens et al. 2004) concluded that
both simple-spike and complex-spike ‘discharge dynamics
appeared to be very similar in wild-type and transgenic
P[urkinje]-cells at all stimulus frequencies’ (p. 687) and
in any case ‘L7-PKC1 mutants exhibit no deficits in their
default oculomotor performance’ (p. 696).

However, even if patterns and pauses were
demonstrated in ‘working’ Purkinje cells, that in itself need
not invalidate the adaptive-filter model. Although it has
been argued that the high CV values for simple-spike firing
are consistent with Poisson-like irregularity (Shin et al.
2007a,b), on shorter time scales the predicted simple-spike
output under the rate-coded adaptive-filter hypothesis
would almost certainly be band-limited coloured noise.
For example, in adaptive-filter models of the VOR, the
Purkinje-cell output codes head velocity, transformed via
the partial forward model encoded in the adaptive filter
(Dean et al. 2002). As head velocity is usually modelled
as coloured noise for free head movements, filter output
will also be coloured noise. It is likely that the relatively
weak CV, <20% criterion (Shin et al. 2007a) used for
similarity of adjacent ISIs would also identify patterns in
coloured noise signals, while pauses would be generated
whenever negative signals were coded as very low firing
rates. Hence, itis vital that the statistical analysis is repeated
in a well-understood system where the adaptive filter
model provides a realistic null hypothesis for simple-spike
statistics.

New algorithm: decoding. As outlined above in the
section on theoretical interpretation, it has been suggested
that the patterns and pauses observed in simple-spike
firing denote a complex non-linear output coding which is
quite different from the simple linear code assumed by the
adaptive-filter model, and which points to the operation of
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a new algorithm for motor control. However, it is unclear
whether this new algorithm is used in the VOR, given the
linear properties of vestibular neurons and the infrequency
oflong pauses in their response to typical head movements
(see e.g. Bagnall et al. 2008). Thus, even though the subset
of vestibular nucleus neurons that receive input from the
flocculus does show rebound firing (Sekirnjak & du Lac,
2006), it appears unlikely that such firing is triggered by
typical head movements. It would therefore appear that if
the proposed non-linear coding mechanism is used at all,
it is by some regions of the cerebellum and not others (cf.
‘Bistability’ above).

However, even for DCN neurons themselves the
functionality of rebound firing is far from established (e.g.
Alvina et al. 2008). Sangrey & Jaeger (2010) distinguish
between two modes of input processing by DCN neurons.
One mode, which they term the continuous mode,
appears compatible with the linear processing required
by the adaptive filter, and also with some studies of the
task-related firing of DCN neurons (see references in e.g.
Casabona et al. 2010). The second mode is evoked by
strong bursts of inhibitory inputs, which in vitro produce
strong rebound firing when the burst terminates. However,
the ‘role of rebound properties in DCN neurons in the
control of cerebellar output in behaving animals remains
unclear at this point ... rebounds at present represent a
specialized response property of DCN neurons in specific
situations that yet need to be clarified with physiological
recordings in behaving animals’ (Sangrey & Jaeger, 2010,
p. 1655). Likewise, a recent review has commented, ‘even
the potential to record rebound bursts in DCN cells in
the live animal remains a source of debate, with the
functional significance of this activity relatively unknown’
(Tadayonnejad et al. 2010, p. 370).

Finally, the computational features of the proposed
coding scheme have yet to be determined. A model of
cerebellar memory recall incorporating rebound firing in
the DCN has been described by Wetmore et al. (2008), but
its compatibility with the patterns-and-pauses scheme of
De Schutter & Steuber (2009) has yet to be explored, as
are its capacities for learning the kind of signal-processing
tasks successfully managed by the adaptive-filter model.
In fact, the tasks or circumstances in which the suggested

non-linear coding scheme would be useful have yet to be
identified.

New algorithm: learning patterns and pauses. As
outlined above in the section on theoretical inter-
pretation, it has been suggested that pauses and
patterns in Purkinje-cell firing could be generated
by a perceptron-like learning scheme implemented by
cerebellar cortex (Steuber et al. 2007). It is not in
general clear how the pattern-classifying properties of
perceptrons could be adapted for motor-control problems
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that use continuous variables (Dean et al. 2010), and
this difficulty is accentuated in the particular scheme
of Steuber et al. (2007), which appears to require
strong, synchronized granule-cell burst inputs (Jaeger,
2007). As some granule-cell inputs appear not to use
bursts but instead (for example) encode head velocity in
continuous mode (Arenz et al. 2008), it appears that the
proposed model cannot be a general one. Once again, it
would be extremely helpful to identify those particular
motor-control problems for which the proposed scheme
is especially suited, so that its computational properties
can be compared with those of the adaptive-filter model.
Finally, it is essential to demonstrate that the learning
rules for these control problems, when combined with
the non-linear coding schemes and output phenomena
suggested, are as computationally powerful as the simple
covariance learning rule used in the adaptive filter.

Conclusions

The attempt here to evaluate the adaptive-filter model of
the cerebellar microcircuit has illuminated the following
general problems relevant to any model of cerebellar
function.

(i) There are remarkably few microzones where the
information about inputs and outputs required for
evaluation is available. In particular, it is not generally
known how the output of a microzone affects its
climbing-fibre input. This is particularly relevant
to the adaptive-filter model, because when wired
appropriately adaptive filters are theoretically capable
of many proposed cerebellar functions (Dean et al.
2010), such aslearning internal models (Wolpert et al.
1998; Kawato, 1999), state estimation (Miall et al
2007) and Smith prediction (Miall et al. 1993). These
functions are of great current interest, but in no case
has the detailed circuitry required been mapped onto
neural substrates (cf. Lisberger, 2009).

(ii) The behaviour of the cerebellar microcircuit is
being described at an increasingly detailed level.
An important role for functional models is to
suggest which of these details are of computational
significance. One aspect of this role is to raise concerns
about microcircuit behaviours that are only observed
in in vitro or anaesthetized preparations.

(iii) The competence of functional models needs to be
demonstrated. Complex non-linear schemes have
been proposed, but at present their computational
virtues remain unclear, especially in the basic contexts
of sensory analysis or motor control. It seems
reasonable to suppose, given the mounting evidence
of (approximate) linearity for floccular processing
in gaze stabilization, that highly non-linear models
cannot be applied generally. Hence, it is particularly
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important to identify the particular computational
difficulties that their complexity is needed to address.

A far as the adaptive-filter model itself is concerned,
the evidence reviewed here suggests that it provides a
reasonable account of processing in at least some regions
of the cerebellum, and that the extent to which other
cerebellar regions employ a different algorithm is an
important issue for future enquiry. In general terms, the
attempt at evaluation appears to raise types of questions
that point to fruitful avenues for further research. In
particular, multilevel modelling will be needed to relate
the adaptive-filter model to the relevant complexities of
cerebellar neurons.
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