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ABSTRACT
The 2010 i2b2/VA Workshop on Natural Language
Processing Challenges for Clinical Records presented three
tasks: a concept extraction task focused on the extraction
of medical concepts from patient reports; an assertion
classification task focused on assigning assertion types for
medical problem concepts; and a relation classification
task focused on assigning relation types that hold
between medical problems, tests, and treatments. i2b2
and the VA provided an annotated reference standard
corpus for the three tasks. Using this reference standard,
22 systems were developed for concept extraction, 21 for
assertion classification, and 16 for relation classification.
These systems showed that machine learning approaches
could be augmented with rule-based systems to
determine concepts, assertions, and relations. Depending
on the task, the rule-based systems can either provide
input for machine learning or post-process the output of
machine learning. Ensembles of classifiers, information
from unlabeled data, and external knowledge sources can
help when the training data are inadequate.

INTRODUCTION AND RELATED WORK
Annotated corpora support the development of
natural language processing (NLP) systems. In the
clinical domain, annotated corpora are not only
expensive but also often unavailable for research
due to patient privacy and confidentiality require-
ments. In 2010, i2b2 partnered with VA Salt Lake
City Health Care System in manually annotating
patient reports from three institutions and created
a challenge in which the research community could
participate in a head-to-head comparison of their
systems. We refer to this challenge as the 2010
i2b2/VA challenge; we refer to the tasks in this
challenge as concept extraction, assertion classifi-
cation, and relation classification.
The 2010 i2b2/VA challenge continued i2b2’s

efforts to release clinical records to the medical
language processing research community. This
challenge built on past shared-tasks and
challenges1e10 (see online supplements at www.
jamia.org). It extended previous challenges to new
types of data, concepts, assertions, and relations.

DATA
Partners Healthcare, Beth Israel Deaconess Medical
Center, and the University of Pittsburgh Medical
Center contributed discharge summaries to the 2010
i2b2/VA challenge. In addition, the University of
Pittsburgh Medical Center contributed progress
reports. A total of 394 training reports, 477 test
reports, and 877 unannotated reports were de-
identified and released to challenge participants
with data use agreements. Table 1 in the online

supplements shows the number of reports from
each institution, the division of reports into training
and testing sets, and the number of samples in each
category of each task in the reference standard.
These data will be available to the research
community at large in November 2011 from
https://i2b2.org/NLP/DataSets under data use
agreements. An outline of the annotation workflow
used for data generation is available online at www.
jamia.org.

METHODS
Concept extraction was designed as an information
extraction task.1 9 10 Given unannotated text of
patient reports, systems had to identify and extract
the text corresponding to patient medical problems,
treatments, and tests.
Assertion classification was run on reports anno-

tated with the reference standard concepts. Its goal
was to classify the assertions made on given medical
concepts as being present, absent, or possible in the
patient, conditionally present in the patient under
certain circumstances, hypothetically present in the
patient at some future point, and mentioned in the
patient report but associated with someone other
than the patient. This task extended traditional
negation and uncertainty extraction11 12 to condi-
tional and hypothetical medical problems and
brought in information about the person to whom
the medical problem belonged.12 13

Relation classification aimed to classify relations
of pairs of given reference standard concepts from
a sentence.14 Box 1 shows the relations annotated
for the 2010 i2b2/VA challenge.
Figure 1 shows an excerpt of a patient report and

its reference standard for concepts, assertions, and
relations.

Evaluation metrics
We evaluated systems using precision, recall, and
the F1 measure (equations 1, 2, and 3). These
metrics rely on true positives (TP), false positives
(FP), and false negatives (FN) which are defined as
appropriate in order to provide exact and inexact
evaluation of the tasks (see online supplements).

PrecisionðPÞ ¼ TP=ðTP þ FPÞ 1

RecallðRÞ ¼ TP=ðTP þ FNÞ 2

F1 ¼ 23P3R3=ðPþRÞ 3

Significance tests
We used the z test on two proportions for
testing the significance of system performance
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differences.15 We used a z score of 1.96, which corresponds to
a¼0.05.

Systems
2010 i2b2/VA challenge systems were evaluated on held out test
data. These systems included 22 for concept extraction, 21 for
assertion classification, and 16 for relation classification. These
systems were grouped with respect to their use of external

resources, involvement of medical experts, and methods (see
online supplements for definitions).
The most effective concept extraction systems used condi-

tional random fields (CRFs)16e24; the only exception was by
deBruijn et al.25 Gurulingappa et al18 trained CRFs on textual
features enhanced with the output of a rule-based named entity
recognition system.26 Roberts et al23 broke the concept extrac-
tion task into two steps, so that in the first step they trained
a CRF on identifying concept boundaries and in the second step
they determined the class of the concept. Some others16 17 20

utilized CRFs in an ensemble, either of existing named entity
recognition systems and chunkers27e31 or of different algo-
rithms, with input based on knowledge-rich sources.32 33

Jonnalagadda and Gonzalez21 applied a semi-supervised CRF
that utilized ‘distributional semantics’ features.34

Most effective assertion classification systems used support
vector machines (SVMs),16 23 25 35e40 either with contextual
information and dictionaries that indicate negation, uncertainty,
and family history,36 39 or with the output of rule-based
systems.16 35 37 Roberts et al23 and Chang et al40 used both
dictionaries and rule-based systems. Chang et al complemented
SVMs with logistic regression, multi-logistic regression, and
boosting, which they combined using voting. deBruijn et al25

created an ensemble whose final output was determined by
a multi-class SVM. Clark et al41 used a CRF to determine
negation and uncertainty with their scope, and added sets of
rules to separate documents into zones, to identify cue phrases,
to scope cue phrases, and to determine phrase status. They
combined the results from the found cues and the phrase status
module with a maximum entropy classifier that also used
concept and contextual features.
SVMs were also the common theme among the most effective

relation extraction systems.19 23 35e39 42 Given that our corpus
contained an abundance of concept pairs with no relations, some
of the relation extraction systems chose to first separate those
pairs with relations from those with no relation and as a second
step identified the nature of the relation.21 25 39 Anick et al’s
system39 used lists of n-grams with specific semantics, Divita
et al37 augmented the reference standard for the least prevalent
relation classes, Demner-Fushman et al35 utilized UMLS CUIs43

and exercised feature reduction through cross-validation, and
Grouin et al36 complemented their machine learning component
with hand-built linguistic patterns and made use of simplified
representations of text. Last but not least, deBruijn et al25

corrected for the label imbalance in the training data, calculated
the ‘relatedness’ of two concepts using pointwise mutual
information in Medline, and bootstrapped with unlabeled
examples.
In comparison to systems developed for previous challenges,

the 2010 challenge systems showed novel uses of combinations
and ensembles as applied to concept, assertion, and relation
tasks. These combinations could have multiple layers, for
example, the output of one system is a direct input to another
which in turn participates in a voting scheme. The combinations
and ensembles leveraged the complementary strengths of
systems that by themselves could address (portions of the)
concept, assertion, and relation tasks. When used in a combina-
tion/ensemble, these systems gave state of the art results.
Challenge 2010 systems adapted open-domain NLP methods

in concept and relation tasks to the clinical NLP domain.
However, challenge 2010 tasks are different from their coun-
terparts in open-domain NLP. For example, the concept of
a person is very narrow in open-domain NLP however, the
concept of a treatment is very broad in challenge 2010 as it

Box 1 Relation annotated for the i2b2/VA challenge

1. Medical problemdtreatment relations:
a. Treatment improves medical problem (TrIP). Includes

mention where the treatment improves or cures the
problem, for example, hypertension was controlled on
hydrochlorothiazide.

b. Treatment worsens medical problem (TrWP). Includes
mentions where the treatment is administered for the
problem but does not cure the problem, does not improve
the problem, or makes the problem worse, for example, the
tumor was growing despite the available chemotherapeutic
regimen.

c. Treatment causes medical problem (TrCP). The implied
context is that the treatment was not administered for the
medical problem that it ended up causing, for example,
Bactrim could be a cause of these abnormalities.

d. Treatment is administered for medical problem (TrAP).
Includes mention where a treatment is given for a problem,
but outcome is not mentioned in the sentence, for
example, he was given Lasix periodically to prevent him
from going into congestive heart failure.

e. Treatment is not administered because of medical problem
(TrNAP). Includes mentions where treatment was not
given or discontinued because of a medical problem that
the treatment did not cause, for example, Relafen which is
contraindicated because of ulcers.

f. Treatments and problems that are in the same sentence,
but do not fit into one of the above defined relationships,
are not assigned a relationship.

2. Medical problemdtest relations:
a. Test reveals medical problem (TeRP). Includes mentions

where a test is conducted and the outcome is not known,
for example, an echocardiogram revealed a pericardial
effusion.

b. Test conducted to investigate medical problem (TeCP).
Includes mentions where a test is conducted and the
outcome is not known, for example, a VQ scan was
performed to investigate pulmonary embolus.

c. Tests and problems that are in the same sentence, but do
not fit into one of the above-defined relationships, are not
assigned a relationship.

3. Medical problemdmedical problem relations:
a. Medical problem indicates medical problem (PIP). Includes

medical problems that describe or reveal aspects of the
same medical problem and those that cause other medical
problem, for example, Azotemia presumed secondary to
sepsis.

b. Pairs of medical problems that are in the same sentence,
but do not fit into PIP relationship, are not assigned
a relationship.
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includes medications as well as procedures that can be given in
response to a medical problem. Challenge 2010 relations are very
fine-grained; for example, a number of relations can hold
between a treatment and a medical problem. The number of
relations that can link two concepts in most open-domain NLP
tasks is usually much smaller.

Challenge 2010 systems required extensive feature engi-
neering. The novelty of systems in this regard came not just from
the specific features but also from the volume and variety of
features they employed. The most successful systems performed
feature selection from a vast volume of engineered features.

RESULTS
The most effective concept extraction system achieved an exact
F measure of 0.852 (see table 2) and was significantly different
from the rest of the concept extraction systems (see table 3 in
the online supplements). Despite the diversity of mentions of
treatments versus tests and problems, tables 4 and 5 in the

online supplements show that the system performances on the
three categories were comparable.
In general, all concept extraction systems performed better in

inexact evaluation than exact evaluation. The concept extrac-
tion systems benefited the most from textual features and
reported disappointing gains from the inclusion of knowledge-
rich resources such as the UMLS. Consequently, the best system
in this task used a very high dimensional feature space with
millions of textual features.25 The most challenging examples
for the concept extraction systems were abbreviations, for
example, CXR for chest x-ray, and descriptive concept phrases,
for example, subtle decreased flow signal within the sylvian branches.
Table 6 shows the systems’ performance in the assertion and

relation classification tasks. Significance tests in tables 7 and 8 in
the online supplements show that the top four assertion
classification systems were not significantly different from each
other; similarly, the top two relation classification systems were
not significantly different from each other. Tables 9e13 in the
online supplements show the performance of systems on
individual assertion and relation classes.
Assertion classification data contained ample examples of

some assertion classes and scarce examples of others. In general,
systems recognized the larger classes but even the input from
dictionaries and rule-based systems did not help machine
learning systems recognize the less prevalent classes.
The relation extraction task included a variety of relations

with varying class sizes as well. The classifiers could capture the
larger classes accurately by using basic textual features. They
benefited from down-sampling the larger classes and were
augmented with hand-built rules in order to recognize the
less prevalent classes. We observed the lack of context in some of
the relations found in the reference standard, indicating the
possible use of domain knowledge in the annotation of these
examples. In some other cases, the complexity of the language
got in the way of relation extraction via machine-learning
systems.

Figure 1 Sample text excerpt, its concepts,
assertions, and relations.

Table 2 Exact and inexact evaluation on the concept extraction task

Concept extraction

System by
Medical
experts Method External?

Exact F
measure

Inexact F
measure

deBruijn et al25 N Semi-
supervised

N 0.852 0.924

Jiang et al16 Y Hybrid Y 0.839 0.913

Kang et al17 N Hybrid Y 0.821 0.904

Gurulingappa et al18 N Supervised Y 0.818 0.905

Patrick et al19 N Supervised Y 0.818 0.898

Torii and Liu20 N Supervised N 0.813 0.898

Jonnalagadda and
Gonzalez21

N Semi-
supervised

N 0.809 0.901

Sasaki et al22 N Supervised N 0.802 0.887

Roberts et al23 N Supervised N 0.796 0.893

Pai et al24 Y Hybrid N 0.788 0.884
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DISCUSSION
The 2010 i2b2/VA challenge systems exhibit a trend toward
ensembles of complementary approaches for improved perfor-
mance. This trend is a result of the nature of the tasks: concept,
assertion, and relation tasks are all disease-agnostic and
linguistic. Although the concepts, assertions, and relations
studied in the 2010 i2b2/VA challenge are unique and tailored
toward clinical applications, the disease-agnostic and linguistic
nature of the tasks allowed the systems developed for the open-
domain NLP to be adapted and combined in order to respond to
the 2010 challenge. In return, the methods developed for the
2010 challenge can be transferred back to open domain.

In order to continue the collaboration between clinical and
open-domain NLP we hope to continue the disease-agnostic and
linguistic tasks in the future. The 2011 i2b2/VA challenge will
focus on co-reference resolution, a specific case of relation
extraction where the relation is the ‘equivalence’ relation
between two concepts. Again, the disease-agnostic and linguistic
nature of this task will allow collaborations with the open-
domain NLP field.

The 2010 i2b2/VA challenge overcame one large hurdle in
making de-identified clinical records available to the research
community. In 2010, for the first time, multiple institutions and
multiple report types were shared with the community under
data use agreements. As a result, the systems developed are not
biased by the idiosyncrasies of individual data sets and can
address the challenge tasks on two types of reports that come
from multiple independent institutions. We expect that these
systems also have a better chance of generalizing to other
institutions’ data. The diversification of the data sets is
continuing in 2011, with data from more institutions and more
report types becoming available to the research community.

Past i2b2 challenge data sets are now in use by more than 200
individuals, in addition to challenge participants, from all
around the world. The data sets generated for these challenges
have not only provided the essential elements for improvement

of the state of the art, but they also support education by being
a major building block for NLP coursework in many academic
institutions.

CONCLUSIONS
The 2010 i2b2/VA challenge evaluated systems on three tasks:
concept extraction, assertion classification, and relation classifi-
cation. The results of the challenge showed that of the three
tasks, assertion classification was the easiest and best studied,
concept extraction was relatively complex because of the diffi-
culty of boundary detection for concepts, and relation
classification, being the most novel task in the 2010 i2b2/VA
challenge, was the most difficult. The best performance in
relation extraction was 0.737, leaving about a quarter of the
relations in the corpus incorrectly classified. The difficulty of
classifying these relations comes from lack of explicit contextual
information that describes the relations and/or the complexity
of the language used in presenting the relations. While deeper
syntactic analysis may help with the complex language, in the
absence of context, domain knowledge may provide a good
starting point.
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