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How can we tell if frogs
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Key points

• Samples are often compared by first proposing that they
could have come from the same population

• Two random samples from the same population are
unlikely to be the same

• Although not exactly the same, is it probable that two
samples have been drawn from the same population?

• If the probability they came from the same population is
small, then the original proposal is not supported

• If it is improbable that the difference between the mean
values of the two samples could be zero, this is poor support
for the proposal that the samples have come from the same
source

• A ‘confidence interval’ is the range of values that could
contain the true value

• Small samples are often imprecise, so a difference between
samples may be concealed

• Precision is also affected by the variability in a population:
this could swamp the ‘signal’ difference

• Significant does not mean important, only unlikely to have
happened by chance

In Calaveras County, California, frog jumping has been
an annual event since 1928. The event grew out of a story by
Mark Twain, of a famous jumping frog (Twain, 1867). In the
story, Jim Smiley trained his frog to jump, and laid a bet that
it would win. The jump and the wager were foiled by a
stranger who fed the frog with lead pellets. The current record
in Calaveras, by Rosie the Ribeter, stands at 6547 mm. Thou-
sands of frogs take part each year in the Calaveras competi-
tion. Figure 1 shows 2500 imaginary overall results
representing what may have been observed at Calaveras in
1986.

The imaginary data come from a commonly encountered
distribution and are summarized in a frequency curve (right
side of Figure 1). This frequency function is ‘bell’-shaped, and
is known as the Normal or Gaussian distribution. This distri-
bution is a frequent pattern in biology, and can be described
mathematically.

How effective is training frogs to jump? Would you bet on
the result? Suppose you were able to take some frogs, at
random, from these contestants, and train them to jump
well. You would like to know if this training makes them do
substantially better when they enter the competition. You
might even want to place a bet on them, like Jim Smiley.
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This is perhaps the most frequent question in biology that
is subjected to statistical analysis: does a treatment make a
difference? In fact, the standard test used is not posed in this
way. You start with two groups of 20 frogs, both drawn at
random from the competitors registered for the 1986 frog
jumping competition: one group is left alone, you train the
others, and then you see how far they all can jump. As we
suggested in a previous article (Drummond and Vowler,
2011), we will display the results by plotting individual data,
and calculate the mean distance jumped by each group
(Figure 2). These sample mean values seem to be different and
we suspect that the training could have had a positive effect.
However, because the values in the 2500 frogs entered in the
competition show quite a scatter, it is not likely that a small
random sample will give us a mean that is quite the same as
the mean of another random group.

We can examine whether there is indeed a training effect,
by first assuming the opposite. That is, we assume that train-
ing has no effect on the mean distance jumped. If we propose
that the mean values have been calculated from samples
taken from the same population, any difference we do find
between the mean values would be the consequence of
chance alone. We calculate the probability (or P-value) of
finding the observed difference between the mean distances
jumped by the two groups, or something more extreme,
given that they are taken from the same population. We
compute this using a formula that relates the sizes of the
differences between the values to the scatter of the values.
This method of finding a shift in a set of variable’s values is
analogous to picking out a signal from background noise –
which depends on the signal to noise ratio. We decide arbi-
trarily, but in common with many other researchers, that we
will be willing to conclude that training has an effect if the
probability of seeing this observed difference in the means, or
a more extreme difference, is less than 5%, if truly the jumps
came from the same population. The history of this concept
and a more extensive explanation of the reasoning are
detailed by Curran-Everett (Curran-Everett, 2009b).

Figure 3A shows the difference between the actual means
we found, and also the range of differences between means
that could occur, entirely by chance, on 95% of occasions.

This is certainly not the only possible range; it is the range
that we have deduced from observations of our sample. If we
were to repeat the experiment with other similarly drawn
samples, we would obtain similar but not identical sets of
values, and derive similar but not identical sets of confidence
intervals. The concept of confidence interval will be devel-
oped in subsequent articles: further details can be found
elsewhere (Curran-Everett, 2009a).

The calculated confidence interval extends from -79 to
+549 mm, that is, a range of 628 mm. This range spans zero,
which is consistent with the possibility that there is no dif-
ference between the means. Because our two groups have
been randomly sampled from this population, we can calcu-
late the probability that this difference in sample means (or a
more extreme value) would have been found, if in fact the
two population means were the same. This probability is
12%. We have to conclude, on the basis of the numbers that
we have, and the arbitrary limit we have set ourselves, that
there is insufficient evidence that training has changed the
mean jumping distance. That does not mean that training
frogs to jump further has no effect. It simply means that the
results obtained remain consistent with the hypothesis that
the two groups have been sampled from populations with the
same mean values (Figure 1).

But . . . we did not take a very large sample. The larger the
sample, the more precisely we can estimate the average

Figure 1
The distance jumped by each contestant is shown on the left. The square marks the record breaking jump of Rosie the Ribeter, and the circle is
the runner-up, Jumping Jack Flash. On the right, the distribution of these distances is summarized.

Figure 2
The effects of training a random sample of frogs. Is this effective?
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length of the jumps in the sample we take, and thus any
possible difference between the groups’ jumping perfor-
mance. So we go back and repeat our trial. This time we take
the time and trouble to train 100 (randomly chosen) frogs to

jump, and compare them with another 100 (randomly
chosen) frogs that remain untrained. We now obtain a more
precise estimate of the difference in means between the
groups (Figure 3B). Using our new samples, we can calculate
a new estimate of the difference. We estimate that the differ-
ence between the mean distance jumped is 194 mm. It is still
an estimate of the true difference, which would only be found
if we had even more time and resources to measure all the
frogs. More importantly, we can also use the new larger
samples to calculate a new confidence interval. We estimate
the interval that would, with a probability of 95%, encom-
pass that actual true difference (i.e. the benefit of training).
Using the larger samples, the estimated 95% confidence inter-
val is from 32 to 356 mm, a range of 324 mm. This confi-
dence limit does not include zero, which is evidence against
the null hypothesis. In addition, we use our new samples to
calculate the probability that we would have obtained this
difference in the means of the samples. We obtain a P-value of
2%. This suggests that our samples would have been unusual,
if there were truly no difference in the means. Our larger
sample has given us a more precise estimate of the difference
in the means, and we could conclude that training improves
the mean jumping performance. However, our estimate is
that the mean improvement is only 194 mm, and a lot of
untrained frogs can still jump further than some of the
trained ones!

We found that the scatter of jump lengths made it hard to
detect the effects of training when we used a small sample.
We suspect that there could be a genetic factor behind the
fact that frogs can jump different distances. We select the
winner, Rosie, and the runner-up, Jumping Jack, and care for
them over the winter. Next spring they produce a generation
of tadpoles that become the only frogs to enter the 1988
competition. The year’s results are shown in Figure 4 where
we find a substantial improvement in performance, and also
a reduction in the variation of the performances.

When we test the effects of training using these special
frogs (Figure 5A), we now find a statistically significant result.
In other words, if our null hypothesis were true, the prob-
ability is less than 5% that we could have obtained this result
or something more extreme.

This result was significant, even though the effect is small
and we only took small samples. Why should this be? With a

Figure 3
The effect of using a larger sample: the uncertainty of the estimate is
less.

Figure 4
The performance of the offspring of Rosie and Jumping Jack: better than last year, and more consistent.
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genetically similar group of frogs, the ‘noise’ has become less
and the effect is less concealed. However, as before, even
though our data do not support the probability that the frogs
are NOT affected by training, there is still a lot of scatter, and
some bets on trained frogs are still going to lose! It looks like
training is not going to give us a set of sure-fire winners, even
though we have evidence that training has an effect.

Finally, we decide to try a dietary supplement on some
more of Rosie’s offspring (Figure 5B). Now we find there is a
substantial improvement in the mean distance jumped, and

the difference is not only large, but the probable range of
differences is very small. Most people would consider these
frogs certain winners!

It is clear that to be sure about these effects, we must be
able to estimate the difference in means as precisely as pos-
sible. The difference may be large, which helps, or alterna-
tively we can improve precision by taking a large sample, or
by sampling from a population with reduced variation. In
these latter cases, however, although we may have sufficient
evidence to be convinced that there is a difference, the dif-
ference may not be large enough to be biologically important.
This underlines yet again how simple statistical significance is
difficult to interpret without an estimate of the effect size.
What is often more relevant is an important size of the effect:
in our example, the effect of the diet rather than the training.

We have ignored, in the last experiment, the fact that we
have carried out several previous experiments. Each time we
did an experiment, we accepted that there was a 5% chance of
a false-positive result (i.e. we would conclude there was a
difference, when in fact there was not one). This may increase
the risk of concluding, purely by chance, that a difference
exists when there actually is none: the more tests, the greater
the risk that a false positive will occur. This, and strategies to
tackle this possibility, will be addressed in a later article.
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