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Epileptic activity often occurs in the cortex after a latent period
after head trauma; this delay has been attributed to the destabi-
lizing influence of homeostatic synaptic scaling and changes in
intrinsic properties. However, the impact of the spatial organiza-
tion of cortical trauma on epileptogenesis is poorly understood.
We addressed this question by analyzing the dynamics of a large-
scale biophysically realistic cortical network model subjected to
different patterns of trauma. Our results suggest that the spatial
pattern of trauma can greatly affect the propensity for developing
posttraumatic epileptic activity. For the same fraction of lesioned
neurons, spatially compact trauma resulted in stronger posttrau-
matic elevation of paroxysmal activity than spatially diffuse
trauma. In the case of very severe trauma, diffuse distribution of
a small number of surviving intact neurons alleviated posttrau-
matic epileptogenesis. We suggest that clinical evaluation of the
severity of brain trauma should take into account the spatial
pattern of the injured cortex.
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Epileptic activity in the brain emerges on several organizational
levels from hyperexcitable dynamics of single neurons that

result from genetic predisposition (1) or pathological alterations in
extracellular ionic concentrations (2–9) to aberrations in network
structure that give rise to hypersynchronization of neuronal
ensembles and subsequent onset of seizures (10). Such changes in
network connectivity and structure may occur after severe brain
trauma, which commonly leads to epileptogenesis (11). Trauma-
related epileptic activity often occurs after a latent period that
offers a potential therapeutic window to reduce the likelihood of
later seizure onset. Given this latency, it is imperative to un-
derstand how different spatial patterns of trauma affect the pro-
pensity of a network (composed of both healthy and traumatized
cells) to develop posttraumatic epileptic activity.
A likely effect of brain trauma may include damage to synaptic

connectivity between neurons. Such damage would lead to re-
duction of the long-range excitatory inputs to affected areas,
therefore creating islands of partially isolated cortical tissue with
strongly reduced neuronal activity. Evidence from in vitro studies
suggests that chronic blockade of activity may modify synaptic
strengths and intrinsic neuronal excitability. After a few days of
pharmacological blockade of activity in cortical cell cultures, the
amplitudes of excitatory postsynaptic currents (EPSCs) and
miniature EPSCs (mEPSCs) in pyramidal cells increase (12, 13),
and quantal release probabilities increase as well (14). Con-
versely, prolonged enhanced activity levels induced by blockade
of synaptic inhibition or elevated extracellular potassium ([K+]o)
reduce the size of mEPSCs (12, 15, 16). Similar activity-de-
pendent changes in mEPSC size have been observed in spinal
cell cultures (17). There is a similar regulation of NMDA re-
ceptor-mediated currents by activity (13, 15). Interestingly,
miniature inhibitory postsynaptic currents are scaled down with
activity blockade in the opposite direction to excitatory currents.
This effect is reversible (18) and accompanied by a reduction in

the number of open GABAA channels and GABAA receptors
clustered at synaptic sites (19). These observations suggest the
existence of a fundamental mechanism, termed homeostatic
plasticity (20), that controls the levels of neuronal activity, such
as the firing rates (12, 14). Similar homeostatic processes were
also reported in vivo (21, 22).
We previously showed (23, 24) that homeostatic plasticity,

which normally maintains a moderate level of activity in the
cortex, may fail to control normal excitability in heterogeneous
networks, where there are subpopulations of neurons with dif-
ferent levels of activity—conditions found in the traumatized
cortex (25). This unstable balance of excitation and inhibition
leads to paroxysmal seizures. However, the role of trauma ge-
ometry and size in epileptogenesis remains unknown. In this
study, we aimed to understand the combined effects of trauma
geometry and homeostatic regulation of synaptic conductances.
We constructed a large-scale realistic computational model of
cortical network and studied its dynamics in response to different
spatial patterns of deafferentation. We specifically focused on
cortical undercut experiments. Results of the present study
support earlier theories regarding the potential pathological role
of excessive homeostatic regulation in posttraumatic epilepto-
genesis. Furthermore, it predicts that the propensity of homeo-
static synaptic plasticity (HSP) to evoke seizure-like dynamics is
critically dependent on the spatial profile of cortical trauma.

Results
Characteristics of Collective Burst Discharges in Randomly Deaffer-
ented Model Networks Depend on Intrinsic Excitability and Synaptic
Plasticity. We first investigated the response of a network (SI
Materials and Methods) to a fixed amount of HSP imposed im-
mediately after trauma. In control conditions, each neuron in the
model network received uncorrelated Poisson distributed spike
train delivered through AMPA-type receptors; this input simu-
lated spontaneous activity of the rest of the cortical population
not included in the biophysical network model. This activity led
to asynchronous activity in populations of model pyramidal (PY)
cells and interneurons (INs), with PY cells firing at w5 Hz. The
effect of trauma was simulated by reducing the external input
to different degrees (afferent stimulation rate was multiplied
by the rate drop factor rD < 1) to randomly selected fractions of
excitatory and inhibitory neurons (controlled by the parameter
fD < 1). These two parameters (fD and rD) defined the severity of
deafferentation (e.g., fD = 0.9 and rD = 0.1), which means that
90% of neurons received only 10% of the original input rate
after deafferentation. Immediately after random deafferenta-
tion, the strength of PY to PY and IN to PY synapses was
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changed to model homeostatic synaptic plasticity. Dynamics of
the model were then monitored for fixed amounts of HSP (e.g.,
100% HSP corresponded to an increase by 100% of PY–PY
coupling strength and a decrease by 50% in the strength of
IN–PY coupling).
Reduction of afferent input led to the decrease of the aver-

aged firing rate, which was then partially or fully recovered by
posttraumatic HSP. Depending on the degree of deafferentation
and the strength of imposed HSP, the resulting network’s activity
could remain asynchronous or could display bursting dynamics.
The last was quantified by calculating the burst rate for a given
degree of deafferentation and different levels of HSP. An in-
crease of HSP scaling generally led to an increase of bursting
rate (Fig. 1). Consistent with the predictions of previous con-
ductance-based models of traumatized cortical networks, the
rate of bursts showed very weak dependence on NMDA to
AMPA conductance ratio for high levels of HSP (>70%), al-
though somewhat stronger dependence was seen for lower levels
of HSP (23) (Fig. 1A). The firing rate of both PY and IN neurons
was strongly dependent on the NMDA to AMPA conductance
ratio (Fig. 1A). Raster plots of network activity (Fig. 1A) confirm
that modulation of NMDA synaptic content mostly affects the
intraburst firing rate of model neurons.
The response of a network after deafferentation and HSP also

depended on the parameters of synaptic transmission, such as
the extent of synaptic depression at model excitatory AMPA and
NMDA synapses (captured by the value of U; e.g., U = 0.1
means that 10% of synaptic resources are used by a single syn-
aptic event). Weaker synaptic depression led to an increase in
the rate of network burst generation (Fig. 1B), which was ac-
companied by increases in the firing rate of both PY and IN
model neurons (Fig. 1B).

The emergence of network bursting events could simply be a
consequence of synaptic scaling. Alternatively, it could represent
the nontrivial effect of posttraumatic network reorganization
that includes both synaptic scaling and changes in network’s ex-
citability (brought about by neuronal deafferentation). To test
this issue, we monitored the dynamics of a model intact (without
deafferentation) network for different fixed amounts of HSP at
model synapses. Both PY and IN neurons had their firing rates
increased for higher amounts of HSP (Fig. 1C). For physiologi-
cally relevant levels of synaptic scaling (maximal up-regulation of
100%) (12), the collective activity remained asynchronous, and
no bursting was observed (Fig. 1D Top Left and Middle Left).
Stronger scaling led to the appearance of high-frequency col-
lective oscillations (Fig. 1D Left Bottom), which were charac-
terized by an increase in the relative power in the γ-band (40–90
Hz) (Fig. 1D Right). However, these oscillations were only sup-
ported by unrealistically high firing rates of model PY and IN
neurons (Fig. 1C) and differed from the interictal-like bursts that
had temporal widths of w200 ms. Thus, within the physiologi-
cally relevant limits, bursting dynamics in our model network
reflect the combined effect of neuronal deafferentation and
homeostatic synaptic plasticity.

Severity of Spatially Random Deafferentation Determines the
Reorganization of Network Activity by Homeostatic Plasticity. To
study the homeostatic response of our model network to the
spatially random pattern of neuronal deafferentation, we re-
duced the rate of afferent synaptic excitation (as captured by the
parameter rD) to a set of randomly selected neurons Ndeaff (such
that Ndeaff = ⌊fDN⌋, where N = entire network size). After the
process of deafferentation, activity of the network was monitored
for a long time (more than 300 s of biological time). During that

Fig. 1. Patterns of networks’ activity in 2D deaf-
ferented networks depend on synaptic plasticity
and neuronal excitability. (A, plot 1) Burst rate vs.
HSP for different NMDA–AMPA conductance ratios:
RNIA = 0.08 (circles), RNIA = 0.12 (squares, baseline
model), and RNIA = 0.18 (triangles). (A, plots 2 and 3)
Averaged rates of PY and IN neurons firing vs. HSP
for the different scenarios shown in plot 1. (A, plot
4) Raster plots for a fixed level of HSP (60%) and
different NMDA–AMPA conductance ratios: RNIA =
0.08 (top raster) and RNIA = 0.18 (bottom raster).
Neurons (both PY and IN) were randomly sampled
from the central block of 20 × 20 neurons. Deaf-
ferentation was fD = 0.9 and rD = 0.1, and it was
spatially random. Data points are mean ± SEM
(n = 5). (B, plot 1) Burst rate vs. HSP for different
parameters of synaptic depression: U = 0.05 (circles),
U = 0.07 (squares, baseline model), and U = 0.1
(triangles). (A, plots 2 and 3) Averaged rates of PY
and IN neurons firing vs. HSP for different scenarios
shown in plot 1. (A, plot 4) Raster plots for a fixed
level of HSP (60%) and different values of U: U =
0.05 (top raster) and U = 0.1 (bottom raster). Neu-
ronal sampling and deafferentation were as shown
in A. Data points are mean ± SEM (n = 5). (C) Firing
rate of PY (closed squares) and IN (open circles)
neurons vs. HSP in an intact model network. (D Left)
Raster plots of intact network activity vs. HSP. (D
Right) Relative power of collective activity in the
γ-band (40–90 Hz) vs. HSP.
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time, the strength of collateral synaptic connections was gradu-
ally adjusted according to Eqs. S16 and S17 (SI Materials and
Methods) to model HSP until the network reached a new steady
state. In this new posttraumatic steady state, the network-aver-
aged firing rate of pyramidal neurons (both deafferented and
intact) was equal to the rate before deafferentation (5 Hz) (Fig.
2D). Severe network deafferentation led to the emergence of
global, network-wide bursting events, each lasting for w200 ms
(Fig. 2A shows sample raster plots). After deafferentation and
subsequent reorganization of activity by HSP, the distribution of
interspike intervals (ISIs) became more concentrated, with
a stronger peak at short ISIs (reflecting ISIs within a burst) and
a second peak reflecting interburst ISIs (Fig. 2B). The firing rate
of deafferented neurons in the steady state was higher (smaller
ISI) for smaller decreases in the rate of afferent excitation
(captured by rD; larger values of rD correspond to a smaller de-
crease of the afferent stimulation rate) (Fig. 2C). The steady
state firing rate of nondeafferented neurons (preserving their
external input) was higher than the target rate of 5 Hz but oth-
erwise, showed no consistent dependence on deafferentation
parameters. The network-averaged rate of pyramidal neurons
firing converged to the target level of 5 Hz (Fig. 2D).

The rate of network bursts depended on the extent of deaf-
ferentation (captured by the fraction of cells deafferented, fD),
with more severe deafferentation generally resulting in a higher
rate of bursting events (Fig. 2E Top). The rate of bursting also
depended on the drop in the rate of afferent excitation to
deafferented neurons characterized by rD. Stronger rate drop
(smaller rD) shifted the threshold for burst initiation to smaller
values of fD (Fig. 2E). Interestingly, in the case of a strong af-
ferent rate decrease (rD), the rate of burst generation first in-
creased with increasing deafferentation levels, but it attained
significantly lower values for still higher levels of deafferentation
(Fig. 2E) (fD = 0.6 vs. fD = 0.9 for rD = 0.1).
The reduction in burst initiation threshold for smaller values

of rD could simply reflect the fact that burst rate depends on the
level of HSP at model synapses, with smaller rD leading to
stronger synaptic scaling and a subsequently higher rate of net-
work bursts generation. To test whether this theory is the case,
we plotted, for each deafferentation scenario, the rate of net-
work bursts vs. the amount of HSP at model PY–PY synapses
(Fig. 2E Bottom). This plot shows that HSP alone cannot account
for the observed change in burst rate—if this case were true, the
same levels of HSP (same abscissa points) would have yielded
the same burst rates, contrary to what is shown in Fig. 2E Bottom.
An alternative explanation is that, in addition to the homeostatic
regulation of synaptic conductances, a change in rD would also
affect the nucleation and propagation of bursts through the
network. In this view, for relatively mild deafferentation (high rD
and/or low fD), bursts can be nucleated locally, but their propa-
gation is hampered by the asynchronous activity of sufficiently
abundant intact neurons. Therefore, in the network with lesser
degree of afferent input deafferentation, a larger fraction of
neurons should be deafferented to observe bursting after HSP
scaling. A follow up of this latter explanation is that, for spatially
random deafferentation, the rate of network bursts should de-
crease with the increasing size of the region (square block) from
which the neuronal activities are sampled, a trend that is ob-
served in our model (SI Materials and Methods). Thus, in the
scenario of mild to severe spatially random trauma, the threshold
for the appearance of seizure-like activity is modulated by the
drop in the rate of afferent excitation, rD, through modulation of
burst propagation through the network.
The explanation provided above accounts for the effects of

mild to severe deafferentation on the emergence of epileptic-like
activity—more severe deafferentation leads to higher rates of
network burst generation (24). A naïve extension of this rea-
soning would assume that this deafferentation burst rate relation
holds for all values of rD, fD. However, as shown in Fig. 2E, above
the critical level of fD, a consistent drop in burst rate is observed.
The reduction of burst rate was stronger for lower values of rD
(stronger drop in the rate of afferent excitation). Because se-
verely deafferented neurons in our model were not likely to
trigger network bursts, we hypothesized that the drop in burst
rate was a consequence of the reduced propensity of the intact
population to generate bursting events. This failure to nucleate
global network bursts could arise because of the insufficient re-
current excitation and could, for example, be alleviated by de-
creasing the leak conductance of model neurons. Consistent with
this last hypothesis, a 10% reduction of leak conductance, gL,
conferred higher excitability on the model neurons, which
resulted in higher rates of network bursts even for nearly com-
plete deafferentation (Fig. 2F Upper).
Another way to enhance the nucleation of network bursts by

the severely traumatized network is by increasing the recurrent
excitation of its remaining intact circuits. As shown in Fig. 2F
Upper, when intact neurons were clustered in space (block con-
figuration) to increase the chances of forming a recurrent circuit,
network bursts were generated at a much higher rate than for the
random deafferentation of comparable severity. The increased

Fig. 2. Posttraumatic reorganization of activity. (A) Raster plots (in post-
traumatic steady state) exemplifying reorganization of activity by HSP: rD =
0.1 and fD = 0.4 (Top), rD = 0.1 and fD = 0.56 (Middle), and rD = 0.1 and fD =
0.66 (Bottom). Neurons were randomly sampled from the central block of
20 × 20 neurons. (B) Distributions of ISIs before (Left) and after (Right)
spatially random deafferentation. Location of the second smaller peak in the
ISI distribution of posttraumatic network is indicated by an arrow. (C) Mean
ISIs (in steady state) of deafferented (Left) and intact (Right) neurons vs. fD:
rD = 0.1 (squares), rD = 0.3 (circles), and rD = 0.5 (diamonds). (D) Dynamics of
PY firing rates. Squares: fD = 0.32 and rD = 0.1. Circles: fD = 0.66 and rD = 0.1.
(E Top) Rate of network bursts vs. fD. Squares: rD = 0.1. Circles and dashed
line: rD = 0.3. Diamonds: rD = 0.5. (E Middle) HSP (PY–PY synaptic scaling
factor) in steady state vs. fD. (E Bottom) Burst rate vs. HSP. Data points are
mean ± SEM (n = 5). (F Upper) Burst rate in severely deafferented network
(rD = 0.1 and fD = 0.9) is modulated by egL (center bar) or the spatial orga-
nization of intact neurons (right bar). (F Lower) Firing rates of intact PY
neurons for cases shown in F Upper.
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rate of burst generation correlated with the increased rate of
intact pyramidal neuron firing (Fig. 2F Lower).

Spatial Pattern of Deafferentation Affects the Threshold for Network
Burst Emergence.We analyzed the patterns of activity generated by
a severely deafferented cortical network under fixed amounts of
HSP imposed on the synaptic conductances (Fig. 3 A and B). For
the case of spatially structured deafferentation, we focused here
on a simple scenario that we term block deafferentation, in which
a block of neurons is deafferented by the same rD. As before, the
size of this block was defined by parameter fD. All boundaries of
the deafferented block were connected to the intact part of the
network, allowing for symmetric exchange of information between
the lesioned and healthy tissue (Fig. 3A). This spatially structured
deafferentation was characterized by higher rates of network
bursts, higher averaged rate of intact PY neurons firing, and
higher averaged rate of deafferented PY neurons firing compared
with the scenarios of random deafferentation that targeted the
same number of model neurons (Fig. 3B). Hence, the spatial

pattern of network lesions might affect the threshold for the
emergence of epileptic-like collective burst discharges. This find-
ing suggests that, for mild deafferentation (relatively small fD),
synchronous network bursts are less likely to emerge in the ran-
domly deafferented network, because deafferented neurons are
sufficiently diluted in the asynchronous activity of intact pop-
ulation (SI Materials and Methods).
Results reported in Fig. 3B suggest that the pattern of spatially

structured deafferentation might also affect the threshold (defined
in terms of minimal fD required to observe bursting for a given
level of rD) for pathological network burst generation associated
with posttraumatic epilepsy. To address this issue, we analyzed the
characteristics of network’s activity using different patterns of
spatially structured deafferentation (spatially structured deaf-
ferentation here is defined as blocks of different dimensions). Fig.
3C Upper shows that the threshold for burst initiation was lower
for block deafferentation vs. random deafferentation. Further-
more, for the case of very severely deafferented network (large fD),
block deafferentation led to a higher rate of bursting compared
with the case of random trauma; in the last case, the rate of
bursting was reduced because of the insufficient excitation of
remaining intact neurons. The higher rate of bursting achieved by
the network after the spatially structured deafferentation required
smaller amounts of HSP at model synapses (Fig. 3C Lower).
Collective bursting activity in this scenario of spatially structured
trauma nucleated at the boundary separating intact and trauma-
tized regions and engaged many of the deafferented neurons in
intense firing before fading away (Fig. 3E, 2). Interestingly, how-
ever, introduction of correlation between afferent inputs (SI
Materials and Methods) slightly reduced the burst rate around the
threshold for spatially random trauma, but it had a minimal effect
on the reorganization of network activity after spatially structured
trauma (Fig. 3D), thus suggesting that our observations might be
robust with respect to different cortical rhythms. Thus, the spatial
pattern of cortical trauma can affect the propensity of a network
to exhibit seizure-like dynamics.

Spatial Characteristics of Burst Propagation. Evidence from cortical
undercut experiments (25, 26) suggests that seizure-like discharges
originate at the border between relatively intact and deafferented
regions, and they propagate into the latter. We set out to de-
termine the spatial characteristics of burst propagation in our
model network subject to spatially structured deafferentation. For
the sake of clarity in presentation and analysis, we consider, in this
section, the case of block-deafferented cortical network in which
the synaptic connectivity between the deafferented block region
and the intact part is destroyed on three sides of the block; thus,
the deafferented and intact networks can communicate only
through one side of the block (Fig. 4A). Such model setup was
inspired by cortical undercut experiments (25, 26).
As for the case of deafferented network with fully functional

synaptic connections between the deafferented and intact parts
(Fig. 3A), homeostatic plasticity of synaptic conductances led to
the reorganization of electrical activity. After the trauma and
action of HSP, the activity took the form of bursting events (Fig.
4B), with the averaged firing rate of pyramidal neurons settling at
the target level of 5 Hz. The rate with which network bursting
events were generated in the steady state (after the model py-
ramidal neurons recovered their averaged firing rate of 5 Hz)
depended on the extent of network deafferentation (Fig. 4A, 2).
Bursting events were initiated at the border between intact and
deafferented areas and propagated inside the deafferented area
(Fig. 4B, 1). Furthermore, a complete destruction of synaptic
connectivity between the deafferented and intact regions elimi-
nated bursting events altogether, regardless of the degree of HSP
(Fig. 4B), suggesting that this mode of collective activity is in-
deed generated at the border between intact and deafferented
regions, which is consistent with experimental observations (25,

Fig. 3. Spatially structured cortical deafferentation changes the threshold for
network burst emergence. (A) Schematic presentation of the deafferentation
setup. (B) Quantification of networks’ activity under the fixed amount of HSP
(synaptic conductance scaling) that immediately followed deafferentation. (B
Top) Burst rate vs. HSP. Squares, block (structured) deafferentation; circles,
spatially random deafferentation. In both cases, rD = 0.1 and fD = 0.9. (B
Middle) Firing rate of intact PY neurons vs. HSP. Keys are as in B Top. (B
Bottom) Firing rate of deafferented PY neurons vs. HSP. Keys are as in B Top. (C
Upper) Burst rate vs. fD. Open red squares, random deafferentation with rD =
0.1; open black squares, block deafferentation with rD = 0.1; open black circles,
block deafferentation with rD = 0.3; open black triangles, block deaf-
ferentation with rD = 0.5. (C Lower) HSP (PY–PY synaptic scaling factor) in
steady state vs. fD. Keys are as in C Upper. (D) Effect of correlated afferent
inputs. Black, c = 0; red, c = 0.25; green, c = 0.9; solid lines and circles, block
deafferentation; dashed lines and triangles, random deafferentation. (E)
Collective activity in traumatized network. (E, 1) Snapshots of activity (each dot
is model neuronal firing rate in the time bin of 20 ms) in an intact network
(before deafferentation). (E, 2) Snapshots of activity in the posttraumatic
steady state. Deafferentation parameters are rD = 0.1 and fD = 0.75. Color scale
is from blue (low firing rates) to red (high firing rates).
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26). The speed of burst propagation into the deafferented region
was Vburst w 22 footprints/s. Considering that, in real cortical
networks, synaptic footprint spans w1 mm, the speed of burst
propagation in our model networks would translate tow2.2 cm/s,
an estimate consistent with experimental estimations (27, 28) and
results obtained with previous, more detailed models (23).
The constraints on synaptic connectivity imposed by the un-

dercut geometry also allowed us to clearly discriminate between
two types of events: (i) full network-wide bursts during which the
majority of model neurons fired action potentials (Fig. 4C Lower)
and (ii) partial bursts that recruited a fraction of neurons and
propagated to a limited distance into the deafferented region (Fig.
4C Upper). Notably, the presence of partial bursts depended on
the amount of HSP at model synapses, with the model network
generating more partial bursts during the early phase of HSP ac-
tion. We quantified the relative abundance of partial bursts by
building the distributions of burst intensity, which we operationally
defined as a fraction of model neurons that was active (firing at
least one spike) during the given burst. Both the mean (μ) (Fig.
4D) and SD (σ) (Fig. 4D) of the distribution increased as a func-
tion of time elapsed since deafferentation (Fig. 4D). Consistent
with this trend, partial bursting events were also observed during
the late stage of posttraumatic activity reorganization (after the

network had reached the steady state with model pyramidal
neurons firing at w5 Hz), indicating that this failure of burst
propagation depends on the dynamic state of cortical network.
To study the possible effects that lesion size might have on the

propagation of bursting events, we computed the mean firing rate
of model PY neurons vs. their distance from the interface con-
necting the intact and deafferented regions for a variety of cut
sizes. More severe deafferentation induced stronger HSP and led
to a more reliable propagation of bursting events into the deaf-
ferented region (Fig. 4E). Thus, network bursts in our model of
cortical undercut experiment originated at the interface between
the intact and deafferented regions, which is in accordance with
observations from cortical undercut experiments (25). The prop-
agation of bursts into the deafferented region (extent of global
seizure-like dynamics) depended on the severity of trauma.

Discussion
Epilepsy is a network disease involving interactions between
many neurons, with pathological alterations in neuronal intrinsic
excitability leading to epileptogenesis (2, 6). Thus, it is important
to understand how the network’s structure can affect the chances
to observe epileptic-like activity (10, 29). Here, we investigated
network mechanisms that give rise to posttraumatic epilepsy

Fig. 4. Characteristics of burst propagation in structurally deafferented model cortical networks. (A, 1) Schematic of deafferentation scenario. (A, 2) Burst
rate vs. fD. For all cases, rD = 0.1. (B Upper Left) Activity in network for which deafferented region is connected to the intact network (same as in A). (B Lower
Left) Activity in network for which deafferented region was completely isolated from the intact network. (B Right) Raster plot showing fine spatiotemporal
structure of a sample burst. In all panels, activity of a single column (1D cross-section; 80 neurons), oriented perpendicular to the connecting interface, is
shown. Deafferentation parameters are rD = 0.1 and fD = 0.56. (C Upper) Partially propagating bursts in the window of 80–100 s after deafferentation. (C
Lower) Fully propagating bursts in the window of 280–300 s after deafferentation. Deafferentation parameters are rD = 0.1 and fD = 0.56. (D) Distribution of
burst intensity during early (D Upper) and late (D Lower) phases of HSP for windows as in C. (E, 1) Spatial map of mean firing rate in posttraumatic steady
state. Cool and warm colors are for lower and higher rates of firing, respectively. Contact between the deafferented and intact region is collinear with
the arrow. (E, 2) Averaged firing rates of deafferented neurons vs. the distance from the line of contact: fD = 0.39 and rD = 0.1 (green diamonds); fD = 0.47 and
rD = 0.1 (red circles); fD = 0.56 and rD = 0.1 (black squares). In E, 1 and 2, the firing rate was computed over a time window of 40 s.
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(PTE) in the setting of traumatic brain injury, when the structure
of cortical network is distorted as a result of trauma-induced
deafferentation. Our results suggest that spatial pattern of brain
trauma can critically affect the threshold for PTE induction. We
propose that clinical methods aiming to measure the severity of
trauma (in conjunction to PTE emergence) should incorporate
pattern-related aspects.
Traumatic brain injury can take different forms (for example,

focal contusion, traumatic hemorrhage, and diffuse axonal injury)
(30) that may lead to posttraumatic epileptogenesis through dif-
ferent mechanisms. However, the biomarkers and other criteria
needed to quantify the different traumatic brain injury subtypes
and their role in epileptogenesis are still elusive. From the clinical
perspective, the different scenarios of cortical trauma that we
studied here might correspond to the focal contusion (block deaf-
ferentation) and diffuse axonal injury (random deafferentation).
With this correspondence, our model predicts that diffuse head
injury should be less prone to develop PTE than the focal brain
trauma. Interestingly, the risk of PTE associated with focal con-
tusion is estimated to be approximately three times higher than the
risk of diffuse head injury (30). The prediction of the model that
diffuse axonal injury is less prone to develop epilepsy than focal
contusion is, thus, consistent with these clinical reports.
Our study suggests that the network, which is prone to par-

oxysmal bursting, should include a population of cells with rel-
atively high density of intact neurons (this population serves as
an igniter for epileptic activity) and a population of cells with
high levels of deafferentation and therefore, low spontaneous
activity (because it is mostly suitable for propagation of bursting
events). This suggestion predicts that, in the heterogeneous
networks, epileptic activity should arise near the boundary of
intact and deafferented areas and propagate to the deafferented
population. This finding indeed was observed in vivo in experi-
ments with cortical undercut (25), and it is also captured by our
model network (Fig. 4).
Earlier work (23, 24) as well as the present study suggest that

interictal-like dynamics, often observed in the posttraumatic

cortex, could be caused by the action of homeostatic synaptic
plasticity, which tends to compensate for the loss of excitability
incurred by trauma. However, synaptic scaling applied within
physiologically plausible limits (maximal up-regulation of 100%)
(12) failed to induce pathological dynamics in the intact network
model. This finding suggests that HSP might be an essential but
not sufficient condition to transform the asynchronous activity to
bursting dynamics. Indeed, an asynchronous state is maintained
when recurrent synaptic conductance is weaker than the con-
ductance associated with afferent excitation (i.e., whenGPY ) PY <
GPY ) EX and GIN ) PY < GIN ) EX). With the choice of
parameters as in SI Materials and Methods, this constraint on
synaptic conductance is still satisfied after synaptic scaling is
applied to the recurrent synapses. The asynchronous state then
can only be breached by reducing the effective afferent con-
ductance or alternatively, by reducing the rate of afferent exci-
tation (and thus, making the impact of random afferent
excitation much weaker). Furthermore, such violation of asyn-
chronous condition can occur locally.
These findings highlight the importance of trauma pattern in

the nucleation of network bursts—as more regions that violate
the asynchronous condition are created closer to each other,
burst generation becomes easier. More detailed studies will de-
termine the exact contribution of spatial correlation in trauma
pattern to the local breaching of asynchronous network state and
its development into population bursting.

Materials and Methods
The model network consisted of 6,400 neurons, 5,120 (80%) of which were
excitatory PYs; the remaining 1,280 (20%) were inhibitory INs. Neurons were
modeled with Hodgkin–Huxley-like equations. The detailed model of syn-
aptic and neuronal dynamics is provided in SI Materials and Methods.

ACKNOWLEDGMENTS. This research was supported by National Institutes of
Health Grants R01 NS059740 and R01 NS060870, the Howard Hughes Insti-
tute, and National Science Foundation sponsored Center for Theoretical
Biological Physics NSF PHY0822283.

1. Steinlein OK (2004) Genetic mechanisms that underlie epilepsy. Nat Rev Neurosci 5:
400e408.

2. Grafstein B, Sastry PB (1957) Some preliminary electrophysiological studies on chronic
neuronally isolated cerebral cortex. Electroencephalogr Clin Neurophysiol 9:723e725.

3. Jensen MS, Yaari Y (1997) Role of intrinsic burst firing, potassium accumulation, and
electrical coupling in the elevated potassium model of hippocampal epilepsy. J
Neurophysiol 77:1224e1233.

4. Leschinger A, Stabel J, Igelmund P, Heinemann U (1993) Pharmacological and elec-
trographic properties of epileptiform activity induced by elevated K+ and lowered
Ca2+ and Mg2+ concentration in rat hippocampal slices. Exp Brain Res 96:230e240.

5. Pan E, Stringer JL (1997) Role of potassium and calcium in the generation of cellular
bursts in the dentate gyrus. J Neurophysiol 77:2293e2299.

6. Fröhlich F, Bazhenov M, Timofeev I, Steriade M, Sejnowski TJ (2006) Slow state
transitions of sustained neural oscillations by activity-dependent modulation of in-
trinsic excitability. J Neurosci 26:6153e6162.

7. Cressman JR, Ullah G, Ziburkus J, Schiff SJ, Barreto E (2009) The influence of sodium
and potassium dynamics on excitability, seizures, and the stability of persistent states:
I. Single neuron dynamics. J Comput Neurosci 26:159e170.

8. Ullah G, Cressman JR, Jr., Barreto E, Schiff SJ (2009) The influence of sodium and
potassium dynamics on excitability, seizures, and the stability of persistent states. II.
Network and glial dynamics. J Comput Neurosci 26:171e183.

9. Barreto E, Cressman JR (2011) Ion concentration dynamics as a mechanism for neu-
ronal bursting. J Biol Phys 37:361e373.

10. Netoff TI, Clewley R, Arno S, Keck T, White JA (2004) Epilepsy in small-world net-
works. J Neurosci 24:8075e8083.

11. Kollevold T (1976) Immediate and early cerebral seizures after head injuries. Part I. J
Oslo City Hosp 26:99e114.

12. Turrigiano GG, Leslie KR, Desai NS, Rutherford LC, Nelson SB (1998) Activity-de-
pendent scaling of quantal amplitude in neocortical neurons. Nature 391:892e896.

13. Watt AJ, van Rossum MCW, MacLeod KM, Nelson SB, Turrigiano GG (2000) Activity cor-
egulates quantal AMPAandNMDAcurrents at neocortical synapses.Neuron 26:659e670.

14. Murthy VN, Schikorski T, Stevens CF, Zhu Y (2001) Inactivity produces increases in
neurotransmitter release and synapse size. Neuron 32:673e682.

15. Lissin DV, et al. (1998) Activity differentially regulates the surface expression of syn-
aptic AMPA and NMDA glutamate receptors. Proc Natl Acad Sci USA 95:7097e7102.

16. Leslie KR, Nelson SB, Turrigiano GG (2001) Postsynaptic depolarization scales quantal
amplitude in cortical pyramidal neurons. J Neurosci 21: RC170(1–6).

17. O’Brien RJ, et al. (1998) Activity-dependent modulation of synaptic AMPA receptor
accumulation. Neuron 21:1067e1078.

18. Rutherford LC, DeWan A, Lauer HM, Turrigiano GG (1997) Brain-derived neurotrophic
factor mediates the activity-dependent regulation of inhibition in neocortical cul-
tures. J Neurosci 17:4527e4535.

19. Kilman V, van Rossum MCW, Turrigiano GG (2002) Activity deprivation reduces
miniature IPSC amplitude by decreasing the number of postsynaptic GABA(A) re-
ceptors clustered at neocortical synapses. J Neurosci 22:1328e1337.

20. Turrigiano GG (1999) Homeostatic plasticity in neuronal networks: The more things
change, the more they stay the same. Trends Neurosci 22:221e227.

21. Desai NS, Cudmore RH, Nelson SB, Turrigiano GG (2002) Critical periods for experi-
ence-dependent synaptic scaling in visual cortex. Nat Neurosci 5:783e789.

22. Echegoyen J, Neu A, Graber KD, Soltesz I (2007) Homeostatic plasticity studied using
in vivo hippocampal activity-blockade: Synaptic scaling, intrinsic plasticity and age-
dependence. PLoS One 2:e700.

23. Houweling AR, Bazhenov M, Timofeev I, Steriade M, Sejnowski TJ (2005) Homeostatic
synaptic plasticity can explain post-traumatic epileptogenesis in chronically isolated
neocortex. Cereb Cortex 15:834e845.

24. Fröhlich F, Bazhenov M, Sejnowski TJ (2008) Pathological effect of homeostatic syn-
aptic scaling on network dynamics in diseases of the cortex. J Neurosci 28:1709e1720.

25. Topolnik L, Steriade M, Timofeev I (2003) Partial cortical deafferentation promotes
development of paroxysmal activity. Cereb Cortex 13:883e893.

26. Nita DA, Cissé Y, Timofeev I, Steriade M (2006) Increased propensity to seizures after
chronic cortical deafferentation in vivo. J Neurophysiol 95:902e913.

27. Prince DA, Tseng GF (1993) Epileptogenesis in chronically injured cortex: In vitro
studies. J Neurophysiol 69:1276e1291.

28. Hoffman SN, Salin PA, Prince DA (1994) Chronic neocortical epileptogenesis in vitro. J
Neurophysiol 71:1762e1773.

29. Bogaard A, Parent J, Zochowski M, Booth V (2009) Interaction of cellular and network
mechanisms in spatiotemporal pattern formation in neuronal networks. J Neurosci
29:1677e1687.

30. Diaz-Arrastia R, Agostini MA, Madden CJ, Van Ness PC (2009) Posttraumatic epilepsy:
The endophenotypes of a human model of epileptogenesis. Epilepsia 50(Suppl 2):
14e20.

Volman et al. PNAS | September 13, 2011 | vol. 108 | no. 37 | 15407

N
EU

RO
SC

IE
N
CE

CO
M
PU

TE
R
SC

IE
N
CE

S

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1112066108/-/DCSupplemental/pnas.201112066SI.pdf?targetid=nameddest=STXT
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1112066108/-/DCSupplemental/pnas.201112066SI.pdf?targetid=nameddest=STXT

