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Abstract
How neurons encode information has been a hotly debated issue. Ultimately, any code must be
relevant to the senders, receivers, and connections between them. This review focuses on the
transmission of sensory information through the circuit linking thalamus and cortex, two distant
brain regions. Strong feedforward inhibition in the thalamocortical circuit renders cortex highly
sensitive to the thalamic synchrony evoked by a sensory stimulus. Neuromodulators and feedback
connections may modulate the temporal sensitivity of such circuits and gate the propagation of
synchrony into other layers and cortical areas. The prevalence of strong feedforward inhibitory
circuits throughout the central nervous system suggests that synchrony codes and timing-sensitive
circuits may be widespread, occurring well beyond sensory thalamus and cortex.

Introduction
How a message is encoded depends on the medium used to transmit it. In speech from one
person’s lips to another’s ears, text written down on paper, Morse code sent over a cable, or
binary code transmitted over a computer network, the same piece of information can be
encoded in a myriad of ways. The particular connection between the sender and the receiver
is the ultimate determinant of how the sender must encode the message. Similarly, the
encoding of neural information—sensations, thoughts, decisions, and memories—is
inseparable from the circuits interlinking the brain regions processing that information.

The nature of neural coding has been a contentious and hotly debated issue. Here, I will
present the view that substantial progress can be made by considering coding in the context
of well-defined local and long-range circuits—where senders, receivers, and their
connections are known. This review therefore will focus on communication between
thalamus and neocortex, two distant brain regions, and between cortical layers. The cellular
make-up, physiological activity, and synaptic connectivity of thalamus and cortex have been
extensively characterized for multiple sensory modalities, particularly for barrel cortex, a
subregion of rodent primary somatosensory cortex. Individual barrels delineate cortical
columns, and these landmarks have greatly facilitated investigation of cortical connectivity
and sensory physiology.

In the last 15 years, multiple laboratories have demonstrated that the synchrony of neurons
in the whisker-barrel system encodes information. Here, synchrony is defined as correlated
discharges of action potentials (APs) from two or more neurons over millisecond timescales.
This definition is distinct from correlated neural activity on longer timescales (i.e., tens of
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milliseconds to seconds) sometimes employed in behavioral studies. While short-timescale
correlations may result from neurons being entrained by local circuit oscillations (e.g.,
gamma [1]), such potentially interesting interactions with rhythms are beyond this review’s
scope. The main focus here is millisecond-scale synchrony that emerges when two neurons
1) share a common synaptic input or 2) are embedded in independent circuits whose activity
is transiently modulated by the same peripheral stimuli. This review deals with how such
synchrony is processed at the network level, not simply integrated by a single neuron.

A common neural circuit, an ideal synchrony detector
Potent feedforward inhibition (FFI) is a recurring feature of diverse brain areas, including
but not limited to neocortex, hippocampus, cerebellum, and amygdala [2–6]. As shown in
Fig.1a, the key ingredients of a strong FFI circuit are: 1) a group of pre-synaptic neurons
directly excites both the excitatory (spiny, glutamatergic) and inhibitory (aspiny,
GABAergic/glycinergic) neurons of a second post-synaptic group but 2) provides greater
synaptic input to the inhibitory neurons than excitatory neurons and 3) the post-synaptic
neurons are interconnected. Simulations show that circuits lacking inhibition simply relay
pre-synaptic activity to post-synaptic neurons (Fig.1b,c). In contrast, post-synaptic neurons
in FFI circuits are highly sensitive to the relative timing of APs among pre-synaptic neurons
[7,*8]. Rapid, simultaneous increases in discharges of pre-synaptic neurons are able to
sufficiently excite the post-synaptic group before excitation is overwhelmed by disynaptic
inhibition (Fig.1d). In contrast, slow, temporally uncoordinated changes in pre-synaptic
activity elicits fewer or no APs among post-synaptic networks (Fig.1e). Thus, evoked
excitation has a limited “window of opportunity” to escape inhibition [7,*9,10].

Strong FFI is known to exist in the thalamocortical circuit, investigated extensively in the
rodent whisker-barrel system. Sensory information from the whiskers initially arrives in
cortical layer 4 (L4) via thalamocortical axons. While thalamocortical (TC) axons diverge to
contact both excitatory and inhibitory L4 neurons, both in vivo and in vitro studies show that
inhibitory neurons receive approximately twice as many synapses and with approximately
twice the efficacy [*11,**12]. This differential afferent drive is complemented by strong,
convergent inhibitory synapses within L4 [13; Köbl & Feldmeyer, unpublished results] and
faster membrane time constants among inhibitory neurons [**12]. Together, these three
mechanisms can ensure that inhibition eventually dominates over excitation.

How can one group of neurons transmit anything to a downstream network through such a
suppressive circuit? Individual thalamocortical connections are relatively weak in vivo,
depolarizing post-synaptic neurons on average by only ~0.5 mV per thalamic action
potential [**14]. Furthermore, in awake animals, at least barrel and auditory cortex operate
in low-firing rate regimes [15,16] with neurons spending little time near threshold [17,18].
Single afferent neurons alone are, therefore, unlikely to play a major role in the coding and
transmission of information at this stage.

Thalamic afferents are, however, highly convergent: an excitatory L4 neuron receives
synapses from an estimated ~80–90 thalamic neurons [*11,**14]. Thalamocortical neurons
spontaneously fire APs relatively independently but are tightly time-locked to whisker
deflection during sensory stimulation [*9]. Correlated TC discharges derive from the
neurons’ responding to the same whisker and additionally potent common synaptic inputs.
Trigeminal brainstem axons diverge to synapse onto many thalamic neurons, individually
eliciting depolarizations of up to ~10 mV in vivo [19]. Consequently, effective sensory
stimuli induce transient, strong, millisecond-scale synchrony among TC neurons
[**14,20,**21] (see also Fig.2d, left inset), building feedforward excitation fast enough for
L4 neurons to reach threshold before being suppressed by FFI.
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Other neocortical sensory circuits appear similarly organized. Assessed functionally, the
probability of monosynaptic connections between topographically-aligned thalamic and
cortical neurons is similar across visual, auditory, and somatosensory systems [**14,22,23].
Anatomically, ~200 spines on a L4 spiny stellate neuron in cat visual cortex receive TC
synapses from the lateral geniculate nucleus (LGN) [24], similar to the number of TC
contacts inferred for spiny stellate neurons in rat barrel cortex [25]. A direct comparison of
LGN convergence onto excitatory and inhibitory neurons is still needed for the visual and
auditory systems.

There is, however, clear evidence that some L4 inhibitory neurons in visual cortex have
broadly tuned receptive fields, suggesting this subset receives more and/or stronger LGN
synapses than excitatory visual cortex neurons do [reviewed in 2]. Consistent with this,
visual stimuli evoke strong inhibitory conductances in cat L4 neurons only milliseconds
after excitatory conductances [26]. Thus, L4 of visual cortex, like somatosensory L4 [27],
possesses a temporal window of opportunity that, along with non-linear integration among
excitatory cells, enhances detection of synchronous inputs [26]. Visual thalamus affords
such synchronous inputs: LGN cells with overlapping receptive fields exhibit millisecond-
scale correlations during visual stimuli [*28]. Models incorporating multiple such aspects of
visual system organization suggest that simultaneous discharges from several dozen such
LGN cells optimally drive cortical spiking [29].

Coding via synchrony
Thalamic synchrony signals more than the mere presence of a sensory stimulus. The degree
of synchrony varies with stimulus features. For instance, velocity of whisker movement
affects correlation of extracellularly recorded pairs of thalamic neurons in vivo, even after
accounting for overall differences in firing rates [20]. Velocity, which is analogous to
contrast in vision, is an important parameter of whisker sensation. As a rodent explores
objects, surface friction interacts with the whiskers to produce an irregular pattern of “stick-
slip” motions [30,31]. Whisker slips across textured surfaces are transient high-velocity
movements, and their frequency and velocity vary with surface roughness. The relationship
of whisker velocity and neuronal synchrony was initially suggested by the temporally
precise responses of sequentially recorded single thalamic units [*9], which further
suggested relationships with the exact whisker stimulated, movement direction, the stimulus
amplitude, and contact duration [32].

More recently, paired recordings have shown directly that high-frequency repetitive stimuli
decrease thalamic synchrony, with important consequences for perception [20,**21]. From
the perspective of an ideal observer of spiking activity, cortical neurons detect the presence
of stimuli best on the first stimulus presentation (Fig.2a, top). Performance degrades when
the stimulus has been presented previously (bottom). However, cortical response magnitudes
can discriminate among multiple stimuli (e.g., two velocities) best after cortical cells are
adapted by several presentations (Fig.2b). Thus, adaptation degrades detection but enhances
discrimination. Prior to adaptation, all stimuli evoke large, easily distinguished cortical
spiking responses (Fig.2c, top). After adaptation, spike counts decrease but individual
responses cover a larger range (bottom). These trends do not arise trivially from changes in
the response magnitudes of thalamic neurons, which can be used to discriminate different
stimuli equally well before and after adaptation [**21].

Cortical output instead reflects adaptation in synchrony. As the system adapts to a train of
rapidly presented stimuli, the level of thalamic synchrony is reduced (Fig.2d). This degrades
detection because stimulus-induced synchrony now falls closer to noise levels and evokes
fewer cortical spikes. Although synchrony scales with velocity, the synchrony evoked by
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even relatively low velocities is robust upon first presentation (Fig.2d, colored bars on left),
enabling their detection. For repetitive stimuli, however, the synchrony difference between
two distinct stimulus types is magnified by adaptation even though the absolute synchrony
falls (colored bars on right). Via the strong FFI circuit, the wider range of thalamic
synchrony produces a more extensive and therefore discriminable, albeit less detectable,
range of cortical spikes. A similar pattern also emerges for multiple directions of whisker
movement, suggesting adaptation’s effects on synchrony generalize to many stimulus
dimensions.

Control points for synchronous activity
Arousal, motor efference copy, attention, reward anticipation, and other behaviorally
relevant non-sensory signals are all thought to impact sensory processing. Does behavior
simply change the routing of sensory signals within high-level cognitive areas, or might
behavioral state impact sensory processing early on by adjusting communication between
regions interconnected in a strong FFI circuit?

An emerging hypothesis is that behavioral state influences dynamics of sensory circuits via
neuromodulation [17,**33]. Behavioral state impacts a diverse array of systems that
diffusely release neuromodulators, which alter synaptic connections and intrinsic membrane
properties. The exact effects depend on connection or cell type or laminar location
[**33,34]. For example, a given neuromodulator might have opposite effects on excitatory
and inhibitory cells. Such target specificity could tune circuit dynamics rather than simply
enhancing or suppressing neurons’ overall spike output.

The effects of acetylcholine (ACh), widely suspected of enhancing processing during
attentive states, has been perhaps the most studied in a circuit context (Fig.3). In at least the
somatosensory and visual systems, thalamocortical terminals onto excitatory, but not
inhibitory, neurons possess nicotonic acetylcholine receptors [**33,35,36]. In slice
experiments, nicotinic receptors raise release probability at the subset of TC synapses that
target excitatory neurons [**33,35], strengthening feedforward excitation relative to FFI.
Via muscarinic receptors located on terminals contacting excitatory L4 neurons, ACh
additionally decreases intracortical inhibition [**33] and concomitantly recurrent excitation
[34]. These cholinergic effects can enhance the circuit’s sensitivity to stimuli that evoke low
input synchrony. Consistent with this idea, in vivo recordings in both the visual and
somatosensory systems show that ACh lowers the contrast threshold and increases the gain
of L4 neurons [17,36].

Transmission in FFI circuits could also be enhanced by modulating the timing and
magnitude of input activity. Primary sensory nuclei in thalamus are subject to not only
neuromodulation but also tremendous corticothalamic feedback from L6 [37]. In the
somatosensory system of sedated rats, pharmacological activation of L6 increases the
responsiveness of topographically-aligned thalamocortical neurons to sensory stimuli [38].
Theoretically, such feedback can shift the gains of their targets, sensitizing or desensitizing
them to sensory stimuli by altering the balance of excitation and inhibition [**39]. The
corticothalamic projection may be engaged by connections from motor cortex, which when
pharmacologically activated enhances responses of L6 and subsequently thalamus [40]. In
behaving rats, whisking increases thalamic local field potential responses to brainstem input,
suggesting motor enhancement of magnitude and/or timing of thalamic responses [40].
Further work is needed to determine whether state directly modulates thalamic synchrony.
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Does synchrony propagate?
Are these phenomena unique to the thalamocortical system, or do they represent a common
scheme for interaction between any two neuronal populations (i.e., two brain regions,
cortical columns, or layers)? If synchrony-sensitive circuits are the norm, thalamic-L4
circuitry should be repeated at higher cortical stages. For example, L4 neurons should now
act as synchronous inputs to L2/3 in an FFI arrangement. Physiological and anatomical
evidence for such exists.

Multiple groups, recording simultaneously from pairs of neurons, have found that sensory
stimulation synchronizes L4 neurons in both anesthetized and sedated (unanesthetized) rats
[41,42]. Sensory-evoked responses of L4 neurons covary trial-by-trial to a similar degree as
with thalamic pairs [41]. Millisecond-wide peaks are clearly visible in cross-correlation
analyses of neighboring (~300 µm apart) L4 neurons [42; Ramirez & Bruno, unpublished
results]. Simultaneous monitoring of whisker motion and neural activity in awake behaving
rats shows that synchrony not only exists in L4 but also is proportional to the roughness of
surfaces palpated by the whiskers [*43]. Rather than degrading or dying off, synchrony
appears to cross from thalamus into cortex.

The timing-sensitive architecture of the thalamocortical circuit appears effectively
recapitulated for L4-L2/3 connectivity. L4 spiny stellate axons densely innervate the directly
overlying region of L2/3 [44]. Paired intracellular recordings in vitro show that excitatory
L4 cell synapses onto L2/3 interneurons are approximately twice as efficacious as those onto
L2/3 pyramidal neurons [45]. This nearly two-fold difference in L4 drive of L2/3
interneurons and pyramidal cells mirrors the two-fold difference in thalamic drive to L4
interneurons and spiny cells [*11,**12], possibly reinstantiating the strong FFI circuit here
(Fig.4).

L2/3 pyramidal neurons exhibit lower firing rates than L4 cells in both anesthetized and
awake whisking rats [46] but nonetheless retain synchrony. Two-photon calcium imaging
reveals that trial-by-trial responses of L2/3 neurons to whisker stimulation substantially
covary when located over the same barrel [47,48]. While millisecond-timescale analyses of
APs are lacking in this system, array recordings from awake primate somatosensory cortex
have demonstrated that stimulation of the hand synchronizes L2/3 pyramidal neurons on at
least a 10-msec timescale [49]. Furthermore, dual intracellular recordings from awake mice
have demonstrated correlations of membrane potentials of L2/3 neurons [50,51]. These
subthreshold correlations, prominent when the mouse sits quietly, are reduced by active
whisking but reappear with even tighter synchrony when the whisker contacts an object
[52]. All of these findings are consistent with L4-L2/3 circuitry propagating synchrony.

Does the same mode of transmission exist between L2/3 and its targets? This question has
yet to be tackled because of the long-range nature of L2/3 axons. In addition to arborizing in
L2/3, L5 and L6 of their own cortical region, the axons of L2/3 pyramidal neurons in barrel
cortex innervate secondary somatosensory cortex, dysgranular zone, motor cortex, and
parietal association areas [53,54]. L2/3’s downstream impact may be gated. Whisking
decorrelates membrane potentials even after the sensory nerve innervating the whiskers is
severed [50,51], suggesting that neuromodulators or long-range cortical synapses acting on
L2/3 and/or lower levels (e.g., L4, thalamus, brainstem) alter propagation of synchrony up
into L2/3 (see Control Points For Synchronous Activity). Transient and tonic inputs may be
separately gated: Models suggest that long-range connections, sparse in L4 but common in
L2/3, may unbalance excitation and inhibition to alter propagation of tonic but not
synchronous inputs [39,*55].
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Conclusions
During a sensory stimulus, a wave of synchronous activity travels from thalamus to cortex
and subsequently across layers. Synchrony propagates better than asynchrony due to the
strong feedforward inhibitory nature of these circuits. Relative timing codes can signal
stimulus features that are behaviorally relevant for sensation. Further measurements of
synchrony, by imaging or electrophysiology, are sorely needed throughout the nervous
system. Ideally, such measurements would ultimately be carried out in awake behaving
animals. Experimental and theoretical studies are also needed to determine which brain
regions and animal models exhibit low- or high-firing rate regimes and whether high-firing
rate regimes can support synchrony codes.

Beyond being transformed by local circuitry, synchrony may be facilitated or suppressed by
neuromodulators acting on key circuit elements or by long-range synapses biased to
excitatory or inhibitory targets. While investigations of circuit architecture have become
common, the strength and convergence/divergence of many connection types remain
unknown. Nevertheless, the recurrence of FFI circuits throughout the nervous system
already hints that encoding information via synchrony and routing information by timing-
sensitive networks may be general principles of brain regions well beyond sensory thalamus
and cortex.

Highlights

• Strong feedforward inhibition sensitizes circuits to synchronous inputs.

• Specific stimulus features determine thalamic synchrony and thus cortical
activity.

• Neuromodulators and feedback connections adjust circuit sensitivity to
synchrony.

• Synchrony codes may be as prevalent in the brain as feedforward inhibitory
circuits.
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Figure 1.
Circuits with strong feedforward inhibition (FFI) can selectively gate synchronous over
asynchronous inputs. (a) Minimal FFI circuit. (b,c) Integration in circuits without FFI and
(d,e) with FFI. Shown are the time courses of input population activity (gray) and, for a
single post-synaptic excitatory neuron, the total excitatory conductance received (Gexc, red),
total inhibitory conductance (Ginh, blue), and spikes output (black). Spike responses are
shown for ten consecutive trials whereas conductances are for a single trial. In both the
absence and presence of inhibition synchronous input drives post-synaptic output (b,d), but
asynchronous inputs do not produce spiking output in the FFI circuit (e). Adapted from [8]
with permission from Springer.
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Figure 2.
Adaptation enhances discrimination and degrades detection via thalamic synchrony. (a)
Detection analyses of how well an ideal observer can classify the presence/absence of a
stimulus following either no preceding stimuli (top) or a train of adapting stimuli (bottom).
(b) Discrimination analyses of how well an ideal observer could identify which of multiple
stimuli were presented with and without adaptation. (c) Comparison of cortical population
responses to 5 different stimuli with (bottom) and without (top) adaptation. (d) Thalamic
synchrony, measured by the sum of the normalized cross-correlograms of thalamic pairs
(insets) over lags ±7.5 ms, decreases with adaptation but to different degrees for each
stimulus, diversifying subsequent cortical responses. Colored bars at left, synchrony evoked
by 5 different stimulus velocities without preceding stimuli. Colored bars at right, synchrony
evoked by same stimulus set after a train of adapting stimuli. Line, synchrony evoked by
each pulse in an adapting train (adapting stimulus is similar to s4 and s5). Adapted from [21]
with permission from Macmillan Publishers Ltd.
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Figure 3.
Effects of cholinergic neuromodulation on synaptic connections may alter L4’s sensitivity to
synchronous/asynchronous inputs. Acetylcholine increases strength and release probability
at TC synapses on L4 excitatory cells via nicotonic receptors (↑) but has no action on TC
synapses impinging on L4 inhibitory neurons (X). Strength/release is simultaneously
decreased at excitatory and inhibitory intracortical synapses onto excitatory L4 neurons
(↓’s). Actions of acetylcholine on synapses contacting inhibitory cells are unknown (?).
Effects on intrinsic membrane properties are not illustrated.
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Figure 4.
The L4-L2/3 circuit may, like the thalamic-L4 circuit, contain a strong disynaptic inhibitory
pathway. (a) Excitatory connections from thalamus to L4 neurons are paralleled by
excitatory connections from L4 to L2/3 interneurons that in turn can inhibit pyramidal
neurons in L2/3. (b) An AP in an L4 spiny neuron (top trace) evokes EPSPs in: (1) L2/3
pyramidal cells at a 2-ms latency and small amplitude and (2) L2/3 interneurons at a 2-ms
latency and nearly double the amplitude. Adapted from [45] with permission from the
Society for Neuroscience.
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