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We investigated how rapidly the reward-predicting properties of visual cues are signaled in the human brain and the extent these reward
prediction signals are contextually modifiable. In a magnetoencephalography study, we presented participants with fractal visual cues
that predicted monetary rewards with different probabilities. These cues were presented in the temporal context of a preceding novel or
familiar image of a natural scene. Starting at �100 ms after cue onset, reward probability was signaled in the event-related fields (ERFs)
over temporo-occipital sensors and in the power of theta (5– 8 Hz) and beta (20 –30 Hz) band oscillations over frontal sensors. While theta
decreased with reward probability beta power showed the opposite effect. Thus, in humans anticipatory reward responses are generated
rapidly, within 100 ms after the onset of reward-predicting cues, which is similar to the timing established in non-human primates.
Contextual novelty enhanced the reward anticipation responses in both ERFs and in beta oscillations starting at �100 ms after cue onset.
This very early context effect is compatible with a physiological model that invokes the mediation of a hippocampal-VTA loop according
to which novelty modulates neural response properties within the reward circuitry. We conclude that the neural processing of cues that
predict future rewards is temporally highly efficient and contextually modifiable.

Introduction
Recordings in non-human primates show that midbrain dopa-
mine neurons (Tobler et al., 2005), neurons in the prefrontal
cortex (Watanabe, 1996), basal ganglia (Kawagoe et al., 1998),
and parietal cortex (Platt and Glimcher, 1999) respond to cues
that predict rewards with a rapid onset latency of �100 ms and
endure for �200 ms. The early onset of these signals is thought to
reflect the evolutionary need of a learning system that rapidly
signals learned reward-associations to efficiently guide behavior
and decision making (Schultz, 2007).

In humans, electrophysiological studies have focused on the
neural timing of processing reward outcomes. For instance,
event-related potentials (ERPs) revealed that reward size, valence
and probability are signaled at �200 –300 ms after reward feed-
back (Yeung and Sanfey, 2004; Cohen et al., 2007; San Martín et
al., 2010). Furthermore, time-frequency (TF) analysis of EEG-
recordings revealed that theta (4 – 8 Hz) power is sensitive to
monetary losses and outcome probability while beta power
(�20 –30 Hz) is sensitive to monetary gains (Cohen et al., 2007;

Marco-Pallares et al., 2008). Although these, and other, human
studies (Aberg and Nilsson, 2001; Holroyd and Coles, 2002;
Nieuwenhuis et al., 2004; Christie and Tata, 2009; Wu and Zhou,
2009; Zaghloul et al., 2009; Cavanagh et al., 2010; Donamayor et
al., 2011) demonstrate a close relationship between different fea-
tures of reward outcome and specific neural processes at �200 –
300 ms, the neural timing of reward anticipation in healthy
humans remains unexplored.

We have recently shown that reward-predicting cues elicit
stronger fMRI signals in the striatum in a context of novelty, that
is when preceded by photographs of novel (compared with famil-
iar) environments (Guitart-Masip et al., 2010). It is yet unclear
whether such contextual effects are embedded into the computa-
tion of reward prediction responses per se and hence impact on
neural responses to these cues at a very early point in time. Ac-
cording to this possibility, the contextually modulated version of
reward anticipation responses would replace the neural re-
sponses that represent the originally learned cue-outcome con-
tingencies. Such a possibility is physiologically plausible because
hippocampally generated novelty signals can increase the num-
ber of neurons in the substantia nigra/ventral tegmental area
(SN/VTA) that effectively respond to reward-predicting stimuli
(Goto and Grace, 2008) via a polysynaptic pathway termed the
hippocampal-VTA loop (Lisman and Grace, 2005). Alterna-
tively, contextual effects may be incorporated into reward predic-
tion responses at a later point in time, hence modifying reward
anticipation after the initially learned cue-outcome contingen-
cies have been signaled.

Here, we used magnetoencephalography (MEG) in combina-
tion with a reward anticipation paradigm adapted from a previ-
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ous fMRI study (Guitart-Masip et al., 2010). We hypothesized
that reward anticipation would be reflected in the event-related
field (ERF) and theta and beta band oscillations at �100 –300 ms
as a function of reward probability (Cohen et al., 2007; Marco-
Pallares et al., 2008). Furthermore, we hypothesized that contex-
tual novelty changes these early reward anticipation signals
(Kakade and Dayan, 2002; Lisman and Grace, 2005; Guitart-
Masip et al., 2010).

Materials and Methods
Sixteen adult subjects participated (nine female and seven male; age
range 19 –28 years; mean 21.6 years, SD � 2.5 years). All were healthy,
right-handed, and had normal or corrected-to-normal visual acuity.
None of the participants reported a history of neurological, psychiatric or
medical disorders or any current medical problems. Subjects gave writ-
ten informed consent according to the approval of the local ethics com-
mittee (University College London, UK).

The task was divided into three phases. In phase 1, subjects were fa-
miliarized with a set of 10 images (five indoor, five outdoor). Each image
was presented 10 times for 1000 ms with an interstimulus interval of
1750 � 500 ms. Subjects indicated the indoor/outdoor status using their
right index and middle finger. In phase 2, three fractal images were
paired, under different probabilities (0, 0.4, and 0.8) with a monetary
reward of 10 pence in a conditioning session. Each fractal image was
presented 40 times. On each trial, one of three fractal images was pre-
sented on the screen for 750 ms and subjects indicated the detection of
the stimulus with a button press. The probabilistic outcome (10 or 0
pence) was presented as a number on the screen 750 ms later for another
750 ms and subjects indicated whether they won any money or not using
their index and middle finger. The intertrial interval was 1750 � 500 ms.
Finally, in a test phase (phase 3), the effect of contextual novelty on
reward-related responses was determined in four 11 min sessions (Fig.
1). Here, a scene image was presented for 1000 ms and subjects indicated
the indoor/outdoor status using their right index and middle finger. The
image was either from the familiarized set of pictures from phase 1 (re-
ferred to as “familiar images”) or from another set of pictures that had
never been presented (referred to as “novel images”).

In total, 240 novel and 240 old images were presented to each subject.
The image was followed by a fixation period of 500 ms (�50 ms) during
which the subjects could indicate the indoor/outdoor status of the scene
image if they have not done so during the picture presentation period.
Subsequently, one of the three fractal images from phase 2 (referred to as
reward predictive cue) was presented for 750 ms (here, subjects were
instructed not to respond). As in the second phase, the probabilistic
outcome (10 or 0 pence) was presented 750 ms later for another 750 ms
and subjects indicated whether they won money or not using their index
and middle finger. Responses could be made while the outcome was dis-
played on the screen and during the subsequent fixation period which lasted
1250 � 500 ms. During each session, each fractal image was presented 20
times following a novel picture and 20 times following a familiar picture,
resulting in 120 trials per session. The presentation order of the six trial types

was fully randomized. All three experimental
phases were performed inside the MEG scanner
but data were acquired only during the test phase
(phase 3). Subjects were instructed to respond as
quickly and as correctly as possible and that they
would be paid their earnings up to £20. Partici-
pants were told that 10 pence would be sub-
tracted for each incorrect response—these trials
were excluded from the analysis. Total earnings
were displayed on the screen only at the end of the
fourth block.

All images were gray-scaled and normalized
to a mean gray-value of 127 and a SD of 75.
None of the scenes depicted human beings or
human body parts (including faces) in the
foreground.

MEG recordings were made in a magneti-
cally shielded room by using a 275-channel

CTF system with SQUID-based axial gradiometers (VSM MedTech Ltd.)
and second-order gradients. Neuromagnetic signals were digitized con-
tinuously at a sampling rate of 600 Hz and behavioral responses were
made via a MEG-compatible response pad. Data were low-pass filtered at
120 Hz during acquisition. Data were analyzed with SPM8 (Wellcome
Trust Centre for Neuroimaging, University College London, UK) and
MATLAB (The MathWorks). One distinct and major strength of SPM
for M/EEG is that voxel-based images are used to perform statistical
analyses. To account for the problem of multiple comparisons that arises
out of this approach the second-level analyses are based on general linear
models and random field theory (Worsley et al., 1996, 2004; Kiebel and
Friston, 2004a,b). There have been a number of experimental publica-
tions using this approach (Furl et al., 2007; Weil et al., 2007; Henson et al.,
2008; Bunzeck et al., 2009).

For the ERF analysis data were extracted from 100 ms before to 1000
ms after stimulus onset (i.e., epoching) and baseline-corrected relative to
the 100 ms before stimulus onset. Epoched data were down-sampled at
150 Hz and low-pass filtered at 20 Hz. Before averaging trials for each
condition (pictures: one condition for novel and one for familiar images
[2 conditions]; cues: one condition for each probability following either
novel or familiar images [6 conditions]; outcome: one condition for each
probability and novelty condition [6 conditions]) simple thresholding
was applied to remove artifact-containing trials with signals exceeding
3500 fT. Only trials with correct behavioral responses to both picture and
outcome were used for averaging. Epoched data were converted into nifti
format. This produced a 3D image of channel space � time (Kilner and
Friston, 2010). The 2D channel space was created by projecting the sen-
sor locations onto a plane followed by a linear interpolation to a 64 � 64
pixel grid (pixel size � 2.12 � 2.69 mm). The time dimension consisted
of 166 6.67 ms samples per epoch. Finally, these images were smoothed
using a Gaussian kernel [full-width half-maximum (FWHM)] of
FWHM � 5 � 5 � 30. Smoothing is necessary to accommodate the
spatial and/or temporal variance between subjects and it leads to a better
conformity regarding random field theory (Litvak et al., 2011).

TF data were epoched from 450 ms before to 1000 ms after stimulus
onset; baseline corrected from 450 ms before stimulus onset; down-
sampled at 250 Hz; low-pass filtered at 50 Hz and thresholded at 3500fT.
Oscillatory activity in the MEG signal was quantified by continuous Mor-
let wavelet transformation (factor 7). The wavelet decomposition was
applied to each trial, sensor and subject across the frequency range 4 – 45
Hz. This was followed by averaging across all trials of the same condition
and a rescaling of the TF spectrogram by subtracting the power in the
baseline (p_b) from the power of the trial (p). It should be noted that the
reported results in the beta frequency range (where we observed our
main results; see results section) could be replicated using two other
methods for baseline correction [LogR: (log10(p/p_b), and Rel:
100*(p � p_b)/p_b)]. Subsequently, the TF data were converted into
nifti format for each of the three frequency ranges of interest (theta: 5– 8
Hz; alpha: 8 –12 Hz; beta: 20 –30 Hz) separately. This produced a 3D
image of channel space � time (averaged across 5– 8 Hz, 8 –12 Hz and
20 –30 Hz, separately) (Kilner and Friston, 2010). Similar to the ERP

Figure 1. Experimental design (phase 3). Note that subjects underwent a familiarization and a conditioning phase inside the
MEG during which no data were acquired.
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analysis, the 2D channel space was created by
projecting the sensor locations onto a plane
followed by a linear interpolation to a 64 � 64
pixel grid (pixel size � 2.12 � 2.69 mm). The
time dimension consisted of 363 4 ms samples
per epoch. Finally, these images were
smoothed using a Gaussian kernel of
FWHM � 5 � 5 � 30.

ERFs and TF data (for each frequency range)
for pictures and cues were analyzed separately
using random-effects 2 � 1 (scene pictures) or
3 � 2 (cues) ANOVAs. The ANOVAs for pic-
tures comprised the factor novelty (new, famil-
iar) and the ANOVAs for cues comprised the
factors novelty (new, familiar) and probability
(0.0, 0.4, 0.8). While the first set of ANOVAs
were designed to test ERP and oscillatory ef-
fects of novelty associated with the pictures the
second ANOVA allowed us to test cue effects of
reward probability as well as the influence of
novelty on cue probability. Statistical analysis
for the TF data was limited from �250 ms be-
fore until 800 ms after stimulus onset to avoid
edge effects induced by Morlet wavelet trans-
formation. All reported statistical parametric
maps were thresholded at p � 0.001 (uncor-
rected) unless stated otherwise.

Further detailed information on the meth-
ods of SPM8 for EEG and MEG data analysis
can be found in the work by Litvak et al. (2011).

Results
Behaviorally, subjects responded quickly
and with high accuracy. In phase 3 (see
Materials and Methods), indoor/outdoor
discrimination was faster for familiar
compared with novel images [mean reac-
tion time (RT); familiar images: RT � 651
ms, SD � 114 ms; novel images: RT � 703
ms, SD � 119 ms; p � 0.001]. There was
no RT difference for the win/no-win dis-
crimination at outcome (mean RT win:
RT � 562 ms, SD � 92 ms; no-win � 562
ms, SD � 95 ms; p � 0.9) and similarly, no difference in RT
between outcomes following familiar or novel images (RT out-
come after familiar images: RT � 561 ms, SD � 92 ms; RT out-
come after novel images: RT � 561 ms, SD � 96 ms; p � 0.44).
On average, subjects responded correctly in 71% of all trials to
both the indoor/outdoor discrimination as well as the win/no-
win decision (hit-rate � 0.71; SD � 0.1). In phase 3, subjects were
not required to make any button presses in response to reward-
predicting cues. Thus, behaviorally no novelty-bonus effects
could be reported. During an initial conditioning phase (phase 1,
see Materials and Methods) there were no RT differences for the
three different fractal images possibly due to ceiling effects (0.8-
probability: RT � 401 ms, SD � 84 ms; 0.4-probability: RT � 405
ms, SD � 86 ms; 0-probability: RT � 398 ms, SD � 81 ms; F �
0.4, p � 0.6).

MEG results for both the ERF and TF analyses are reported
from 0 to 800 ms after stimulus onset at an uncorrected level of
p � 0.001 (unless stated otherwise) followed by familywise error
(FWE) correction for multiple comparisons. Motivated by pre-
vious studies (see Introduction) the time window for multiple
comparisons for the cue-effects ranged from 100 to 300 ms. Since
novelty effects have been reported for a much wider time window

(Rugg and Curran, 2007; Bunzeck et al., 2009) the range for mul-
tiple comparisons has been chosen from 85 to 800 ms. It should
be noted that FWE correction did not involve any a priori restric-
tions in the x, y dimension (space) but the z dimension (time).

In a first ERF analysis we investigated the neural effects asso-
ciated with initial scene/novelty processing (simple 1 � 2
ANOVA with the levels old/new) followed by a 3 � 2 ANOVA on
subsequent cue processing. The F-contrast on picture novelty
revealed main effects of novelty over several sensors. The stron-
gest novelty effects were observed over bilateral temporal regions
peaking at 387 ms with an onset latencies at �200 ms after picture
onset and a duration until the end of the analysis window (1000
ms) (Fig. 2A). This effect survived FWE correction for multiple
comparisons (using the time window of 85– 800 ms and no spa-
tial restrictions). Novelty effects were also observed over left fron-
tal (peak at 767 ms) and right central sensors (peak at 333 ms).
These results are in line with previous electrophysiological stud-
ies on recognition memory (Tsivilis et al., 2001; Ranganath and
Rainer, 2003; Düzel et al., 2004; Gonsalves et al., 2005; Rugg and
Curran, 2007; Bunzeck et al., 2009).

The 3 � 2 ANOVA (F-contrast) on cue activation (note the
temporal separation between the picture and the cue) revealed an
early main effect of reward probability over right occipitotempo-

Figure 2. Event-related magnetic fields. A, Novelty effects emerged at �200 ms after stimulus onset over bilateral temporal
sensors and peaked at �400 ms (x � 47, y � �68; nearest channel: MRT57). B, Reward probability was represented over right
occipitotemporal sensors between 100 and 150 ms and peaked at 133 ms (x � 17, y � �95; nearest channel: MRO51). C, A
novelty bonus effect was observed for the low reward probability condition peaking at 127 ms over occipitotemporal sensors (x �
42, y ��76; nearest channel: MRO53). Left columns show statistical parametric maps of the F-statistic. Middle columns show the
time course of the effects as extracted from voxel space (on which the statistical analyses are based) (statistically significant
differences, *p � 0.05), and right columns show the topographical maps of the MEG data before 3D conversion (see Materials and
Methods).
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ral sensors (duration �100 –200 ms; peak at 133 ms after cue
onset; Fig. 2B) and a later effect over central sensors (peak at 413
ms). The early effect survived FWE correction for multiple com-
parisons (p � 0.05) using our a priori defined time window of
interest: 100 –300 ms. As mentioned above, this analysis did not
involve any a priori restriction in the x, y dimension (space) but
the z dimension (time).

In a planned post hoc comparison, we tested for sensors and
time points that exhibited an effect of reward-probability (0 vs 0.8
probability) as well as a difference between cues that followed
novel vs familiar images (for each probability separately; using
implicit masking). For the 0-probability condition this contrast
revealed a statistically significant effect over right temporal sen-
sors peaking at 127 ms (65 voxels; Fig. 2C) and right occipital
sensors (peak at 207 ms, 31 voxels; FWE � 0.05 using the time
window 100 –300 ms). There were no novelty-bonus effects for
either the 0.4 or 0.8 probability condition at our initial statistical
threshold (0.001). However, at a lower threshold of p � 0.005 we
observed effects for both conditions over occipital (medium; peak at
207 ms) and central sensors (high; peak at 187 ms). Together, the
most robust “novelty bonus” effect was observed for a 0-probability

condition at 127 ms after stimulus onset
over temporal sensors (Fig. 2C). For both
the medium and high probability condition,
novelty bonus effects were also observed at
�200 ms after stimulus onset but only at a
lower statistical threshold.

We next assessed oscillatory activity in
a series of ANOVAs in relation to presen-
tation of pictures (1 � 2 ANOVAs with
levels novel, familiar) and cues (3 � 2
ANOVAs with factors probability [0, 0.4,
0.8] and novelty [novel, familiar]). We fo-
cused our analyses on the theta (5– 8 Hz),
beta (20 –30 Hz) and the alpha (8 –12 Hz)
bands. For pictures, we observed signifi-
cantly enhanced theta oscillations for fa-
miliar compared with novel images over
right frontolateral (peak at 798 and 522
ms; Fig. 3A) and left temporal sensors
(peak 198 ms). Although this effect did
not survive FWE-correction using the
time window of 85– 800 ms, it is compat-
ible with a wide range of previous studies
that link theta oscillation with regulating
the neural dynamics of recognition mem-
ory (Buzsáki, 2002; Axmacher et al., 2006;
Hasselmo, 2006; Klimesch et al., 2008;
Düzel et al., 2010).There were no signifi-
cant novelty effects in the alpha or beta
band.

For cues, we observed a significant
main effect of cue probability in the theta
band over right centroparietal sensors
(peak 634 ms, 854 voxels) and right tem-
poral sensors (peak 210 ms, 388 voxels).
At both sides theta decreased as a function
of reward probability (see Fig. 3B for the
right temporal effect) and the t-contrast of
the early temporal effect survived FWE
correction (p � 0.05; time window: 100 –
300 ms). In the beta band we observed a
main effect of reward-probability over

frontocentral sensors (peak 266 ms, 982 voxels) with increases in
beta power as a function of reward-probability [Fig. 3C; FWE
correction (using the time window 100 –300 ms): p � 0.05].
There was no statistically significant main effect of reward prob-
ability in the alpha band.

Finally, in the beta frequency range we observed a reliable
novelty-bonus effect in the medium (0.4) and high probability
(0.8) condition (Fig. 4B). Both probabilities exhibited the novelty
bonus effect over frontocentral sensors [medium: peak at 142 ms,
118 voxels; high: peak 142 ms, 275 voxels (FWE correction ap-
proached significance: p � 0.16; using the time window 100 –300
ms)]. For the low reward probability condition we also observed
a novelty bonus over central sensors (peak at 254 ms, 148 voxels;
Fig. 4A) and right frontal (peak 426 ms, 204 voxels) sensors but
only at a lower statistical threshold of p � 0.005. There was no
contextual effect of novelty on reward-predicting cues for theta
and alpha frequencies.

Discussion
We used a reward anticipation paradigm with abstract cues pre-
dicting three different reward probabilities, presented in the con-

Figure 3. Results of the time-frequency analyses. A, Theta power increased over right frontal and left temporal sensors (x �
�40, y � �14; nearest channel: MLT24) for familiar stimuli with a peak at 522 ms. B, Theta power over right temporal and
centroparietal sensors (x � 17, y � �25; nearest channel: MRT41) decreased as a function of reward probability. C, Beta power
increased with reward probability over frontocentral sensors (x � 0, y � 8; nearest channel: MZC02). Left columns show statistical
parametric maps of the F-statistics, middle columns show the effects for each condition at the peak time point as extracted from
voxel space, and right columns show the time-frequency plots as extracted from the nearest channel (before conversion to voxel
space; see Materials and Methods). Error bars denote 1 SEM (statistically significant differences, *p � 0.05).

Bunzeck et al. • Contextual Novelty and Reward Signals J. Neurosci., September 7, 2011 • 31(36):12816 –12822 • 12819



text of either a novel or a familiar image.
Reward anticipation was represented in
the ERFs and theta (5– 8 Hz) and beta
(20 –30 Hz) oscillatory power with an on-
set latency of �100 ms. Over right tempo-
ral sensors higher reward probabilities led
to more negative deflections in the ERFs
(Fig. 2A). Furthermore, with higher re-
ward probability, theta power decreased
over right temporal and centroparietal
sensors (Fig. 3B) whereas beta power
increased over frontocentral censors
(Fig. 3C).

As hypothesized (Kakade and Dayan,
2002; Lisman and Grace, 2005) contex-
tual novelty enhanced the neural re-
sponses to reward-predicting cues. This
enhancement was visible in the ERFs
and beta oscillatory power at a very early
time window (�100 ms) after cue onset.
These data indicate that reward-
predicting cues are processed as rapidly
in humans as in non-human primates
and that contextual novelty modulates
the neural representation of learned
cue-reward probabilities per se rather
than influencing later stages of reward
anticipation.

The finding of rapid (�100 ms) neu-
ral reward anticipation signals in the
human brain is compatible with animal
studies that show neural reward anticipation with an onset
latency of �100 ms in a series of brain regions (Schultz, 2007).
In non-human primates neural reward anticipation at �100
ms after cue-onset has been demonstrated in the dopaminer-
gic midbrain (Tobler et al., 2005), prefrontal cortex (Wa-
tanabe, 1996), basal ganglia (Kawagoe et al., 1998), and
parietal cortex (Platt and Glimcher, 1999). In rats, even the
primary visual cortex signals reward anticipation on a subsec-
ond time scale (Shuler and Bear, 2006). The present data are
the first demonstration in healthy human subjects that neural
reward anticipation signals arise at a similar time scale as ob-
served in animals. Moreover, they comply with the idea that
such early neural reward responses may guide behavior and
decision making.

Electrophysiological studies in experimental animals, and
fMRI studies in humans, have identified neural signals to predic-
tions of upcoming rewards in both cortical and subcortical brain
areas (for review, see O’Doherty, 2004; Schultz, 2004; Knutson
and Cooper, 2005). Apart from the well known mesolimbic areas,
a recent study in humans has shown that BOLD signals in the
middle occipital gyrus correlate with subjective value in a proba-
bilistic context (Peters and Buchel, 2009). Similarly, in our pre-
vious experiment with fMRI we observed a cluster of activation
within the superior occipital gyrus which expressed anticipated
reward probability (Guitart-Masip et al., 2010). Therefore, these
occipital areas would appear to be good candidates as neural
generators for the effects that we observed in our ERFs over oc-
cipital/temporal sensors. Moreover, these effects add more evi-
dence to the suggestion that visual areas are one of the initial
regions of a widespread network responsive to signals of forth-
coming rewards (Shuler and Bear, 2006).

In physiological terms, beta and theta frequency band oscilla-
tions may allow for binding (Buzsáki and Draguhn, 2004) the
distributed neural assemblies that jointly signal reward anticipa-
tion in response to a symbolic cue. Support for this notion comes
from recent observations that identified theta and beta oscilla-
tory activity as a signature of communication between brain
regions during reward anticipation in animals (van Wingerden et
al., 2010) or reward obtainment in humans using both EEG and
MEG (Marco-Pallares et al., 2008; Donamayor et al., 2011). In
our paradigm, theta power decreased with higher reward proba-
bility while beta showed the opposite pattern and increased. A
link between beta oscillation in a reward learning task (gambling)
and dopaminergic neuromodulation was reported in a recent
EEG study (Marco-Pallarés et al., 2009) where increased beta
oscillation following monetary gains was modulated by genetic
variability in the dopamine system. More precisely, beta power
for gains was enhanced for carriers of the catechol-O-
methyltransferase Val/Val allele compared with homozygous
Met/Met carriers. On the basis of a recent theoretical approach
(Bilder et al., 2004), it has been suggested that the carriers of
the Val/Val allele show higher phasic dopamine responses
(Marco-Pallarés et al., 2009). Therefore, it is conceivable that
our observed neural effects in the beta frequency range may (at
least in part) reflect dopaminergic effects of neural reward
anticipation.

Conceptually, the ability to learn to anticipate reward differs
from processing reward at the time point of its presentation (out-
come). While both reward anticipation and outcome processing
can lead to increased vigor (Tobler et al., 2005; Pessiglione et al.,
2007) the neural substrates that underlie reward anticipation and
outcome processing can differ as revealed, for instance, by fMRI
(O’Doherty, 2004). Our results add to the current electrophysio-

Figure 4. Novelty bonus effects in the beta power. A, B, Over central sensors (A: x � 8, y � 5; nearest channel: MRC52; B: x �
4, y � 5; nearest channel: MZC02), beta power increased as a function of reward probability, and this effect was enhanced in the
context of novelty for all reward probabilities (low, A; medium and high, B). Left columns show statistical parametric maps of the
F-statistics, middle columns show the effects for each condition at the peak time point as extracted from voxel space, and right
columns show the time-frequency plots as extracted from the nearest channel (before conversion to voxel space; see Materials and
Methods). For A, right: p0 novel vs p0 familiar; for B, right: (p4 and p8) novel vs (p4 and p8) familiar. The dashed box indicates the
beta frequency range (20 –30 Hz) from 0 to 800 ms. It should be noted that the time-frequency data (right columns) were not
rescaled by any logarithmic function (see Materials and Methods).
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logical literature by showing parallels between reward anticipa-
tion and outcome: where both beta and theta oscillations seem to
play a critical role. But they also show that the neural timing of
anticipation and outcome processing differs. While signals of
neural reward anticipation emerged already at �100 ms after cue
onset (Fig. 2B) earlier work in humans reported neural reward
signals at outcome at �200 –300 ms (Yeung and Sanfey, 2004;
Cohen et al., 2007; San Martín et al., 2010). This temporal differ-
ence further suggests that different neural substrates can underlie
anticipation and outcome processing of reward.

As expected, the context of novelty modulated neural reward
anticipation responses. This finding is congruent with a recent
fMRI study with the same paradigm in which we showed that
contextual novelty enhances striatal reward responses (Guitart-
Masip et al., 2010). However, due to the slow time resolution of
fMRI in this previous study, we were unable to disambiguate
anticipation and outcome phase of reward processing. Our re-
sults here clearly demonstrate that contextual novelty can indeed
enhance neural reward anticipation signals. Importantly, we ob-
served that the effect of contextual novelty on cue processing was
apparent as early as �100 ms. This early onset is well compatible
with a physiological model of novelty processing involving a
functional loop between the hippocampus and dopaminergic
SN/VTA (Lisman and Grace, 2005; Bunzeck and Düzel, 2006;
Bunzeck et al., 2007; Düzel et al., 2009). According to this model,
hippocampal novelty signals can increase the number of tonically
activated dopamine SN/VTA neurons. Because only tonically ac-
tive dopamine neurons can be excited into phasic firing (Goto
and Grace, 2008), SN/VTA responses to reward-predicting cues
can be expected to be stronger in the context of novelty. Hence,
our findings indicate that contextual novelty replaces neural re-
sponses that represent the initially learned cue-outcome contin-
gencies. The alternative finding would have been that contextual
effects were incorporated into reward prediction responses at a
later point in time, hence modifying reward anticipation after the
initially learned cue-outcome contingencies have been signaled.

It is important to note that the conclusion regarding the early
physiological effects of novelty on reward cue processing rest
solely on the timing of our observed MEG responses and does not
depend on an ability to establish a firm link between MEG re-
sponses and subcortical dopaminergic circuitry. However, our
observation that reward cue responses are prominent in the theta
and beta frequency range does make contact with previous intra-
cranial recordings in the human nucleus accumbens showing
increased theta oscillatory power (4 – 8 Hz) following losses (at
outcome) in a gambling task (Cohen et al., 2009b,c). In the same
task, stimulus locked beta and gamma power (20 – 80 Hz) in-
creased to both reward and loss feedback and its synchronized
activity with simultaneous alpha (8 –12 Hz) dissociated between
feedback conditions (Cohen et al., 2009c). Furthermore, in-
tracranially recorded nucleus accumbens activity during cue and
outcome processing correlated with activity of (scalp) surface
electrodes near the vertex (Cohen et al., 2009a). MEG signals
could relate to the reward-related oscillatory dynamics in the
nucleus accumbens either because these are driven by cortical
(e.g., medial prefrontal) input (Cohen et al., 2011) which can be
detected by MEG or by virtue of direct back-projections.

It should be noted that the ERF analysis, time-frequency anal-
ysis, and our previous fMRI study (Guitart-Masip et al., 2010)
revealed slightly divergent but complementary results. In partic-
ular, the ERF results showed a robust enhancement of neural
reward anticipation in the context of novelty only for the low
reward probability but not the higher reward probabilities (for

0.4 and 0.8 only at lower statistical threshold) which is in line with
the effects observed in the ventral striatum (Guitart-Masip et al.,
2010). The time-frequency analysis, on the other hand, showed
robust contextual novelty effects for the high reward probabilities
(0.4, 0.8) and for the low (0) reward probability only at a lower
statistical threshold. This pattern is similar to that observed in the
SN/VTA (Guitart-Masip et al., 2010). Our ERF and time-
frequency data, as well as our previous fMRI results, support the
suggestion that novelty acts as an exploration bonus for rewards
by increasing expected reward probabilities (Kakade and Dayan,
2002). Furthermore, the MEG and fMRI data together demon-
strate that novelty can influence a wide range of learned proba-
bility values. It remains to be determined, however, why ERF,
time-frequency and BOLD-fMRI are sensitive to different prob-
ability values of the novelty bonus. Certainly, this differential
sensitivity is compatible with the suggestion that ERFs, time-
frequency data and fMRI are complementary (Cohen et al.,
2007).

In this study, we have conceptualized novelty as the differen-
tial effects exerted by novel and preexposed items (Henson,
2003). fMRI studies have suggested that neural differences be-
tween novel and preexposed items entail two types of effects (e.g.,
Johnson et al., 2008). One type of effect linearly relates to the
number of preexposures and hence is likely to reflect a degree of
stimulus familiarity. The other effect categorically distinguishes
novel items from preexposed ones and hence reflects novelty.
Our experimental design was not suited to distinguish between
these two types of effect and hence our results are neutral with
respect to the question whether a familiarity type of response
could exert a novelty bonus.

To summarize, we show that anticipatory reward responses
are generated as rapidly in humans as in non-human primates,
namely within �100 ms after the onset of reward-predicting
cues. Event-related fields and beta oscillations appear to signal
complementary aspects of reward anticipation and may reflect
activity of different parts of the reward circuitry. Furthermore,
these very rapid neural responses to reward-predicting stimuli
are enhanced in the context of novelty compatible with the pos-
sibility that the primary response properties of reward circuitry
can be changed such that originally learned reward probabilities
are replaced by contextually altered versions. Hence, the neural
processing of cues that predict future rewards is temporally
highly efficient and contextually modifiable.
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