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disorders. Third, quantification of the local temporal organiza-
tion of rest-activity patterns may shed light on mechanisms un-
derlying differences in the relative proportions of time spent in 
different behavioral states. For instance, although sleep inter-
rupted by many brief periods of wakefulness and sleep inter-
rupted by a single long period of wakefulness may be similar in 
terms of total sleep time, sleep efficiency, and wake time after 
sleep onset, the mechanisms underlying and the consequences 
resulting from these two scenarios are likely to be different. 
Finally, the regulation of rest-activity patterns at smaller time 
scales may be controlled by different neural networks than the 
regulation of such patterns at larger time scales. For instance, 
the suprachiasmatic nucleus regulates activity patterns at times 
scales of hours to days but not at smaller time scales,7 while 
experimental disruption of other structures such as the ventro-
lateral preoptic nucleus and orexinergic lateral hypothalamus8-9 
prominently affect the local temporal organization of states, 
while leaving broader circadian rhythms grossly intact.

Several approaches have been devised to quantify the tempo-
ral organization of behavioral states on the basis of polysomno-
graphic data. Among these are approaches that model such data 
as a series of transitions between discrete states, and seek to 
describe the frequency and distribution of such transitions.10-23

We are not familiar with any attempt to apply these state-
transition approaches to actigraphic data. Actigraphy is less 
physiologically comprehensive than polysomnography; how-
ever, as it can be done economically and nonintrusively for long 
periods of time outside of the laboratory setting, it has some 

INTRODUCTION
Several factors explain the recent interest in the develop-

ment of analytical tools to quantify the temporal organization 
of behavioral states. First, it has become increasingly clear that 
changes not only in the amount but also in the temporal orga-
nization of states such as sleep and arousal can have impor-
tant consequences. In animals, experimental disruption of sleep 
continuity at the minute-to-minute level has a number of cogni-
tive and neurophysiological consequences, even after account-
ing for changes in total sleep time.1 In humans, experimental 
disruption of sleep continuity can result in impaired daytime 
alertness,2 impaired attention,3 and mood changes 4 independent 
of the effects of changes in total sleep time or sleep efficiency. 
Second, common clinical disorders such as narcolepsy5 and 
sleep apnea6 are characterized as much by disrupted behavioral 
state continuity as by changes in the amount of time spent in 
each behavioral state, and it has been hypothesized that this 
disruption of behavioral state continuity may be an important 
contributor to the symptoms and clinical consequences of these 
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actigraphy data had been collected from 732 individuals. Of 
these, we excluded 10 subjects with < 2 days of recording, 22 
who had not yet completed clinical evaluation at the time of 
recording, 64 subjects with clinical dementia at the time of re-
cording, 6 subjects with Parkinson disease, and a further 9 sub-
jects who were missing other clinical information. This left 621 
subjects available for analysis. Participants wore the actigraphs 
for a mean (SD) of 9.0 (1.1) days.

Statement of Ethics Approval
The study was conducted in accordance with the latest ver-

sion of the Declaration of Helsinki and was approved by the 
Institutional Review Board of Rush University Medical Center. 
Written informed consent was obtained from all subjects.

Actigraphic Recordings
The actigraph used in this study was the Actical (Phillips 

Respironics, Bend, OR). The Actical is a waterproof wrist-
watch-like accelerometer based on an internal cantilevered 
piezoelectric bilayer attached to an inertial mass. It measures 
changes in acceleration primarily in an axis parallel to the face 
of the device, although it has some sensitivity to movements in 
other axes. This signal is subject to hardware analog filtering 
with a pass-band between 0.5-3.0 Hz and then amplified and 
digitally sampled at 32 Hz. The resulting signal is then rectified, 
integrated across 15 seconds, and rounded to the nearest integer 
to create an integrated “count” for each 15-sec period—referred 
to hereafter as one “epoch” —which is recorded to the on-board 
memory. Counts for each epoch are positive integers ranging 
from 0 to a maximum of approximately 2000-3000 depending 
on the record. Research assistants attached the actigraph to the 
nondominant wrist of each subject. Participants were instructed 
to leave the actigraph on until collected by the research assis-
tant in about 10 days.

Quantification of the Local Temporal Organization of 
Rest-Activity Patterns

To develop a metric of the local temporal organization of the 
rest-activity pattern, we conceptualized each actigraphic record 
as a time-series of the binary states of rest and activity, and 
sought to characterize the probabilities of transitions between 
these states. A detailed description of our analysis follows.

Actigraphic data was downloaded onto a PC and analyses 
were performed using algorithms implemented in MATLAB 
(Mathworks, Natick, MA).

To avoid including in our analysis periods during which the 
actigraph had been removed, we flagged periods with > 4 con-
secutive hours of no movement whatsoever, and excluded the 
entire 24-h period surrounding this from subsequent analysis. 
1.9% of the total available person-days of recording were ex-
cluded in this way, leaving 621 records with 5681 person-days 
of recording available for analysis.

For the remaining records, each 15-sec epoch was classi-
fied as resting (R) if the number of counts in the epoch was 0 
or active (A) if the number of counts in the epoch was greater 
than 0, as shown for an illustrative case in Figure 1 (panels 
A, B, and C). Runs of rest were defined as beginning with at 
least one epoch of rest and ending at the epoch before the first 
epoch of activity (Figure 1C). Runs of activity were similarly 

advantages as a method for obtaining long runs of data on large 
numbers of humans living in their natural environments. Stan-
dard quantitative approaches to the analysis of actigraphic data 
fall into two categories. The first includes methods aimed at 
quantifying the amounts or percentages of time spent in various 
states.24 The second includes analyses of the temporal organiza-
tion of rest-activity pattern at time scales of hours to days,25-26 
or focused on identifying long-range correlations across time 
scales of minutes to hours.27 We are not aware of methods that 
have used a state-transition approach to describe the local tem-
poral dynamics of rest-activity patterns.

The minimally intrusive nature of actigraphy makes it particu-
larly suited to the study of older individuals. Previous work has 
suggested that old age is associated with myriad changes in the 
amount and timing of both sleep and activity. Using polysom-
nography to assess nocturnal sleep, others have reported associa-
tions of increased age with increased arousal index,28 decreased 
nocturnal total sleep time29 and sleep efficiency,29-30 and increased 
wake time after sleep onset.29. Analyses of nocturnal actigraphic 
data have corroborated these macro-architectural findings,31 
while analyses of continuous actigraphic recordings have shown 
associations of age with increased hour-to-hour variability and 
decreased day to day stability31 of activity patterns.

We hypothesized that increased age would be associated not 
only with changes in the macroscopic organization of rest and 
activity—on time scales of hours to days—but also in the lo-
cal organization of rest and activity—on time scales of seconds 
to minutes. To investigate this, we adapted and extended state 
transition approaches such as those described for polysomno-
graphic data to the quantification of the local fragmentation of 
human rest-activity patterns, with a goal of developing an au-
tomated, objective, and quantitative metric suitable for large-
scale clinical and epidemiological studies. We then used this 
method to investigate the local temporal organization of rest-
activity patterns in older subjects using actigraphy data from 
participants in the Rush Memory and Aging Project—a com-
munity-based cohort study of aging.

METHODS

Subjects
The Rush Memory and Aging Project (MAP) is an ongoing 

longitudinal community-based study of the chronic conditions 
of aging which began in 1997; more than 1400 have complet-
ed their baseline evaluation and the overall follow-up rate is 
about 95% of survivors.32 Subjects were recruited from over 
40 residential facilities across the metropolitan Chicago area, 
including subsidized senior housing facilities, retirement com-
munities, retirement homes, social service agencies, and church 
groups. Participants agreed to annual detailed clinical evalua-
tions. All evaluations were performed at participants’ residenc-
es to reduce burden and enhance follow-up participation.

Because collection of actigraphy data was not added until 
2005, actigraphy was only available on a subset of Memory 
and Aging Project participants. The current analyses examined 
the first actigraphy recording for all participants without clini-
cal dementia or Parkinson disease at the time that the recording 
was obtained (see below). Only actigraphy recordings with ≥ 2 
full days of data were included. At the time of these analyses, 
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after being in the resting state for the last t epochs. A record with 
high transition probabilities corresponds to a fragmented record 
with frequent brief runs of rest and activity while a record with 
low transition probabilities corresponds to a consolidated re-
cord with relatively fewer but longer runs of rest and activity.

We defined tAmax as the duration of the longest run of activ-
ity in a given record and tRmax as the duration of the longest 
run of rest in a given record. Estimates of pRA(t) for t = 1…
tRmax-1 were calculated as follows. The lengths of all runs of rest 
for a given recording were tabulated and the frequency of run 
durations was plotted as a histogram (Figure 1D). We defined 
Nt as the total number of runs of rest of duration t or longer, 
which is equal to the area under the curve of Figure 1D from 
time t onward. We calculated Nt for all values of t from 1 to the 
maximum run duration tRmax. The graph of Nt versus t for the 
illustrative case is shown in Figure 1E. Of the Nt rest bouts of 
duration t or longer, (Nt-Nt+1) will have transitioned to activity 

defined as beginning with at least one epoch of activity and 
ending at the epoch before first epoch of rest (Figure 1C). That 
is, each run of activity begins with an RàA transition and ends 
with an AàR transition, while each run of rest begins with an 
AàR transition and ends with an RàA transition. For each 
individual record, the total numbers and durations of runs of 
rest and activity were tabulated.

We defined pAR(t) = P(R|At) as the conditional probability 
that an individual would be resting at time (t+1) given that the 
individual had been continuously active for the preceding t ep-
ochs. Similarly, we defined pRA(t) = P(A|Rt) as the conditional 
probability that a given individual would be active at time (t+1) 
given that the individual had been continuously resting for the 
last t epochs. pAR(t) therefore represents the probability that 
an individual will transition to the resting state after being in 
the active state for the last t epochs, and pRA(t) represents the 
probability that an individual will transition to the active state 

Figure 1—Determination of pRA(t) for an illustrative participant. (A) 7 days of raw actigraphic data. (B) Enlarged extract of 1-h of data from panel A. 
(C) Assignment of epochs as rest/activity based on a threshold of 0 counts. (D) Histogram of durations of the rest bouts. (E) Number of runs of duration 
greater than or equal to t for t = 1…tRmax. The values of N1 and N2 as plotted in panel E are the areas under the curve in panel D from times 1 and 2 onward, 
respectively as indicated by the black lines in panel D. (F) pRA(t) as estimated from panel E using equations (1) and (2) in the text.
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(LOWESS regression) with a span equal to 30% of the total 
number of data points. (Figure 2A and B)33. LOWESS regres-
sion has the advantage of not requiring pre-specification of the 
functional form of pAR(t) and pRA(t), of being less compu-
tationally intensive than nonlinear least-squares curve-fitting, 
and of being generally well conditioned. Visual inspection of 
all of the resulting plots revealed that pAR(t) and pRA(t) from 
all individuals showed a similar shape—that of a rapid decline 
to a constant nonzero probability characteristic of each individ-
ual, followed, in those individuals with sufficiently long runs, 
by a slow increase at the end of the longest runs. We therefore 
divided each plot into 3 regions—falling, constant, and rising 
regions. Operationally, we defined the constant region as the 
longest stretch within which the LOWESS curve varied by no 
more than 1 standard deviation of the corresponding pAR(t) or 
pRA(t) curve. The falling and rising regions were then defined 
as the regions before and after the constant region, respectively.

Because the rising regions were identified on the basis of a 
relatively small number of data points, and may have been in 
part an artifact of this, we did not analyze any further the nature 
of the rising region, or of the transition between the constant 
and rising regions.

For each pAR(t) plot, we calculated a weighted average 
value of pAR(t) within the constant region and called this kAR. 
Weights were proportional to the square root of the number of 
runs contributing to each probability estimate. Similarly, the 
weighted average value of pRA(t) within the constant region of 
each pRA(t) plot was called kRA.

The values kAR and kRA are metrics of the transition prob-
abilities once sustained activity or rest have been attained and 
therefore represent measures of the tendency to fragment sus-
tained runs of activity and rest, respectively. The higher the kAR, 
the more poorly sustained are runs of activity, and the lower the 
kAR the more consolidated they are. Similarly, the higher the 
kRA, the more fragmented are runs of rest, and the lower the kRA, 
the more consolidated they are.

Sensitivity analyses (see supplemental material) showed that 
the values of kAR and kRA were relatively insensitive to the ep-

at time (t+1). The estimated local RàA transition probability 
at time t is therefore

pRA(t) = 
Nt – Nt+1

Nt  t = 1…tRmax-1 (1)

Equation 1 would suffice were a large number of observa-
tions available at all relevant times. However, because of the 
finite number of runs observed in each record, as t increases, 
Nt decreases. Eventually, at high enough run durations, one en-
counters times for which Nt = Nt+1 = … = Nt+d for some d > 1, 
leading equation (1) to estimate pAR as 0 for times t,t+1,…
,t+d-1 and as (Nt+d+1-Nt+d)/Nt+d at time t+d. This would imply 
that transitions are forbidden at times t, t+1, …, t+d-1 and that 
pAR(t) is discontinuous between time t+d-1 and t+d, both of 
which are physiologically implausible. To account for this, and 
to avoid similar artifacts related to the finite number of observa-
tions available for any given record, we modified equation 1 to 
the following

pRA(t) = 
Nt – Nt+d

Ntd  (2)

which avoids artifactual probability estimates of zero, and 
avoids discontinuities introduced by sparse data. Equation (2) 
was used to calculate pRA(t) for all t. Note that equation (1) is 
simply a specific instance of equation (2) where d = 1.

The estimated transition probabilities pRA(t) were then plot-
ted against time, as shown for the illustrative case in Figure 1F. 
The estimated transition probabilities pAR(t) were similarly cal-
culated and plotted against time for each record. Conceptually, 
pAR(t) and pRA(t) are somewhat related to hazard functions for 
activity and rest, respectively, if one conceptualizes transitions 
between rest and activity in a survival-analytic framework.

To better depict temporal trends in these plots, we performed 
nonparametric local regression using a first-degree polynomial 

Figure 2—Plot of pRA(t) (A) and pAR(t) (B) for an illustrative subject. Observed values are indicated as black dots. Fitted LOWESS curve is drawn as a solid 
line. The estimates kRA and kAR are indicated by the dashed line.
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tion were recorded at the time of study entry. BMI was calcu-
lated from measured weight and height during the same cycle 
in which the actigraphy data were collected.

We summarized vascular risk factors as a sum of hyperten-
sion, diabetes mellitus, and smoking, as assessed by clinical 
history. Vascular disease burden was the sum of myocardial 
infarction, congestive heart failure, claudication, and stroke, as 
assessed by clinical history.32

Depressive symptoms were assessed with a 10-item version 
of the Center for Epidemiologic Studies-Depression Scale.32

Individuals were classified as having dementia by a 3-stage 
process. As previously described ,32 individuals first underwent 
a battery of 21 cognitive tests. The test results were then re-
viewed by a neuropsychologist to determine the presence or 
absence of cognitive impairment. A clinician then combined 
all available cognitive and clinical data to determine whether 
the subject was demented or non-demented according to the 
NINDS-ADRDA criteria requiring a history of cognitive de-
cline and evidence of impairment in ≥ 2 cognitive domains.36 
Participants with dementia were excluded from these analyses.

Subjects were classified by a clinician as having Parkinson 
disease or not using CAPIT criteria.37

Statistical Methods
We used variance components analysis to examine the with-

in subject day-to-day variability in kAR and kRA relative to the 
overall variability in these same measures. We calculated kAR 
and kRA separately for each day within each record, and used a 
one-way random effect model to partition the overall variance 
into between-subjects and within-subjects variance.

We used Spearman correlation coefficients to examine the 
bivariate associations of the transition probabilities kAR and kRA, 
with previously published actigraphic measures such as total 
daily activity, circadian amplitude, interdaily stability, intradai-
ly variability, and the scaling exponent using detrended fluctua-
tion analysis.

We quantified variations in kAR and kRA between presumed 
day and night by comparing the values of these parameters 
between the active or rest phases of each day within each in-
dividual. Because the distributions of kAR and kRA were right 
skewed, we used a nonparametric paired Wilcoxon test for this 
comparison. This was initially done using an 8h/16h split be-
tween the rest and active periods, but then was repeated using 
6h/18h, 10h/14h, and 12h/12h splits.

The transition metrics kRA and kAR are calculated based on 
the entire actigraphic record and thus potentially represent an 
admixture of effects from the day and the night. To assess the 
relative contributions rest and activity occurring during the day 
and night to the values of kRA and kAR, we calculated the kAR and 
kRA separately using the entire actigraphic record, and then us-
ing only the 6 most and least active hours of each day. We then 
calculated Spearman rho relating these values.

The associations of age, sex, and BMI with kAR and kRA 
were then explored using multiple linear regression with the 
transition probabilities as outcomes. Because of their skewed 
distributions, both kAR and kRA were logit transformed prior 
to regression analysis. Age was centered prior to inclusion 
in the models. To allow for nonlinear relationships, qua-
dratic terms for age were initially included, but removed if 

och length at which the data were analyzed, the threshold used 
to separate rest from activity, the bandwidth used for the LOW-
ESS regression, or the precise definition of the constant region.

In addition to kAR and kRA, we also calculated tC
AR and tC

RA 
the start times of the constant regions of pAR(t) and pRA(t), 
respectively. As noted in the supplemental material, estimates 
of these values were found to be quite sensitive to several of 
the parameters used to analyze the data (epoch length, thresh-
old used to separate rest from activity, bandwidth of LOWESS 
regression, and definition of the constant region). Therefore, we 
did not pursue these measures further.

The values of kAR and kRA for each subject were calculated us-
ing each subject’s entire actigraphic record as described above. 
To examine variation in kAR and kRA between day and night we 
then divided each 24-h period into a “rest” phase consisting of 
the 8 consecutive least active hours in each day, and an “active” 
phase consisting of the 16 consecutive most active hours in each 
day, concatenated all the rest phases together and all the active 
phases together, and calculated kAR and kRA separately consider-
ing only the “rest” or “active” phases for each individual. We 
then repeated this analysis for varying breakpoints between the 
“rest” and “active” periods ranging from 6h/18h to 12h/12h.

Response of Algorithm to Simulated Data
To verify that our algorithm yields the expected results when 

applied to a dataset with known properties, we generated a 
simulated dataset consisting of randomly distributed transitions 
between rest and activity and generated plots of pRA(t) and 
pAR(t) (Supplemental Figure 1).

Comparison to Previously Published Actigraphic Metrics
In addition to the above analysis, for each record we also 

calculated several previously published actigraphic measures 
including circadian amplitude (calculated as the mean hourly 
activity considering the 10 most active hours of each day minus 
the mean hourly activity considering the 5 least active hours of 
each day),34 interdaily stability using χ2 periodogram analysis25-

26—a measure of the day-to-day similarity of the rest-activity 
pattern, intradaily variability26—a measure of the magnitude 
of hour-to-hour fluctuations in activity levels, the total daily 
activity in counts,35 and the scaling exponent using detrended 
fluctuation analysis using 2nd degree detrending—a measure of 
the fractal self-similarity of each actigraphic record.27 Conven-
tional algorithms for the inference of sleep/wake state from ac-
tigraphic data rely on determining whether a moving weighted 
average of counts within a certain window size does or does 
not exceed a predefined threshold. The optimal threshold and 
weights used are specific to particular actigraph model, worn 
in a particular way, and in a particular study population and 
therefore need to be determined anew for each new device and 
each new sample. To our knowledge, this has not been done for 
the Actical device when worn on the wrist, or when used by 
individuals as old as those in the current study. Because the ap-
propriate weights and threshold were thus unavailable, we did 
not use these algorithms in the present study.

Assessment of Demographic and Clinical Variables
Age was computed from the self-reported date of birth at 

study entry and the date of actigraphy. Sex and years of educa-



SLEEP, Vol. 34, No. 11, 2011 1574 Measuring Rest-Activity Fragmentation in Older Adults—Lem et al

RESULTS

Descriptive Measures
Actigraphy recordings from 621 participants were examined 

in these analyses. On average, the duration of these record-
ings were 9.0 (1.1) days. The demographic characteristics and 
standard actigraphic metrics of these participants are shown in 
Table 1. The mean (SD) age was 82.0 (7.1) years. 76% of the 
subjects were female. The mean (SD) BMI was 27.0 (5.2) kg/
m2. Thus, the study population contained a preponderance of 
older women, but was not biased toward obese or underweight 
individuals.

Analysis of Transition Probability Plots and Determination of 
Transition Probability Metrics

Visual inspection of the transition probability plots revealed 
that although plots differed quantitatively between individuals, 
all shared the same basic form, consisting of a rapid decrease 
from a maximum transition probability at time 0 to a minimal 
nonzero constant level characteristic to each individual by ap-
proximately 5 minutes. This constant transition probability was 
then generally maintained for times up to 30-40 min. In those 
subjects with sufficiently long runs of rest or activity, transition 
probabilities then began to rise. Example transition probability 
plots for an illustrative subject are shown in Figure 2.

To verify that our algorithm yields the expected results when 
applied to a dataset with known properties, we also analyzed an 
artificially generated dataset consisting of the random assign-
ment of each epoch as rest or activity (Supplemental Figure 1). 
As expected, pRA(t) and pAR(t) showed a constant transition 
probability of roughly 0.5, irrespective of the run duration.

Day-to-Day Variation in kAR and kRA
Examination of the relative contributions of between-subject 

and within-subject between-day components to the overall vari-
ance in kAR revealed that the day-to-day variance in kAR was 
modest relative to the between-subject variance. However, 
the between-day variance in kRA was sizeable compared to the 
between-subject variance (Supplementary Table S1), empha-
sizing the importance of obtaining multiple days of recording 
when estimating kRA, as was done in the present study.

Variation of Transition Parameters Between Day and Night
We characterized the variation in kAR and kRA between day 

and night by comparing these parameters between the rest 
and active periods of each day, defined as the 8 consecutive 
least and 16 consecutive most active hours of each 24-h period 
(Figure 3). The transition metric kRA was found to be signifi-
cantly greater during the active as compared to resting periods 
(median kRA 0.05 in the active period vs. 0.02 in the rest period; 
P < 0.0001) while kAR was found to be significantly greater dur-
ing the rest as compared to active period (median kAR 0.14 dur-
ing the rest period vs 0.05 during the active period; P < 0.0001). 
When we repeated these analysis using different breakpoints 
between the rest and active periods ranging from 6h/18h to 
12h/12h, the results were similar (Supplementary Figure S2).

As calculated, kRA and kAR are based on an amalgam of runs 
of rest and activity occurring during the night and day. To assess 
the relative contributions of daytime and nighttime runs of ac-

their partial F-test P-values were > 0.01. A cutoff of P = 0.01 
rather than P = 0.05 was selected in order to favor parsimony 
in construction of the models. If the relationships were non-
monotonic, partial first derivatives of the resultant regression 
equations were taken to identify ranges of the predictor vari-
ables over which kAR and kRA increased, and ranges over which 
they decreased. When we included quadratic terms for age in 
the models, age2 was found to be significant in the model for 
logit(kRA) (P = 0.0009) but not for logit(kAR) (P = 0.01). There-
fore, we retained the quadratic term for age in the model for 
logit(kRA) but not the model for logit(kAR). Interaction terms 
for sex with age were used in initial models, but these interac-
tions were dropped if their partial F-test P-values were > 0.01. 
In neither model were interaction terms between sex and age 
significant (P = 0.30 for the interaction of sex and age in the 
model for logit(kAR); P = 0.63 for the interaction of sex and 
age and P = 0.61 for the interaction of sex and age2 in the 
model for logit(kRA)).

To explore whether any associations seen in the above re-
gression models may be accounted for by medical comorbidi-
ties, we constructed augmented models including number of 
depressive symptoms, number of vascular risk factors, and 
number of vascular diseases as additional covariates.

For all linear regression models, visual examination of 
residual plots confirmed the assumption of homogeneous 
variance, and visual inspection of partial regression plots con-
firmed the qualitative adequacy of the regression models used. 
Cook’s distance was calculated to identify points with undue 
influence on the models. No point had a Cook’s distance > 
0.05, indicating that individual outliers did not unduly influ-
ence the models.

Statistical analyses were performed using the R program-
ming language38 or SAS 9.2 (SAS Institute Inc., Cary, NC).

Table 1—Demographic and Standard actigraphic characteristics of study 
participants

Characteristic Mean (SD) [range]
Age (years) 82.0 (7.1) [56.1-100.1]
Female/Male Number (%) 473 (76%) / 148 (24%)
Race Number (%)

White 586 (94.4%)
Black 32 (5.1%)
Other 3 (0.5%)

Education (years) 14.7 (2.9) [7.0-28.0]
Body mass index (kg/m2) 27.0 (5.2) [16.6-49.9]
Number of depressive symptoms 1.1 (1.7) [0-9]
Number of vascular risk factors 1.2 (0.8) [0-3]
Number of vascular diseases 0.5 (0.8) [0-4]
Days of actigraphic recording 9.0 (1.1) [2.0-11.0]
Actigraphic Amplitude (×104 counts) 2.0 (1.0) [0.1-8.4]
Average daily activity (×106 counts) 7.4 (3.7) [0.04-32.55]
Actigraphic interdaily stability 0.54 (0.13) [0.10-0.86]
Actigraphic intradaily variability 1.1 (0.3) [0.5-2.0]
DFA Scaling Exponent 0.91 (0.06) [0.68-1.17]
kRA (probability) 0.027 (0.008) [0.014-0.084]
kAR (probability) 0.064 (0.032) [0.010-0.333]
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men and women to be pooled for the purposes of this analy-
sis. Male sex and higher BMI were associated with higher 
logit(kAR). The logit(kAR) was found to have a significant linear 
relationship with age, with higher age being associated with 
higher logit(kAR). Thus, within a sample of older individuals, 
men, people of greater age, and individuals with high BMI all 
showed a greater tendency to fragment sustained activity.

When the model was augmented to include number of de-
pressive symptoms, number of vascular risk factors, and num-
ber of vascular diseases as covariates, male sex, and increased 
BMI remained significantly associated with higher logit(kAR); 
however, the statistical significance of age was attenuated. 
Moreover, increased number of depressive symptoms, vascu-
lar risk factors, and vascular diseases were all associated with 
higher logit(kAR)

To explore the relationship between kRA and the predictors 
age, sex, and BMI, we used multiple linear regression (Table 4). 
As described in the methods, preliminary analysis supported 
a non-monotonic relationship between logit(kRA) and age and 
therefore a quadratic model was used. However, as in the case 
of logit(kAR), the relationship between logit(kRA) and age did 

tivity and rest to the overall kRA, we examined the correlations 
between the overall kRA and kRA calculated based only on the 6 
least or most active consecutive hours of each day (presumed 
to represent day and night). As shown in Supplementary Fig-
ure S3, the overall kRA is almost identical to kRA as calculated 
using only the 6 least active hours of each day. By contrast, 
kRA derived from the 6 most active hours of each day was not 
strongly correlated with the overall kRA. Similarly, the overall 
kAR was almost identical to the kAR calculated on the basis of the 
6 most active hours of each day. This means that the overall kRA 
is primarily reflective of the dynamics of rest during the daily 
rest period, while the overall kAR is primarily reflective of the 
dynamics of activity during the daily active period.

Relationship of kAR and kRA to Published Actigraphic Metrics
To determine the relationship of kAR and kRA to published 

actigraphic metrics, we calculated the Spearman correlation 
coefficients between kRA, kAR, circadian amplitude, total daily 
activity, intradaily variability, interdaily stability, and the scal-
ing exponent after detrended fluctuation analysis (Table 2). 
Unexpectedly, the transition measures kAR and kRA were not 
significantly correlated to one another (rho = −0.008; P = 0.83). 
Furthermore, the transition measure kRA was not strongly corre-
lated to any of the other parameters (rho < 0.10 for all metrics). 
On the other hand, kAR was strongly correlated to amplitude, 
total daily activity, and the scaling exponent from detrended 
fluctuation analysis (rho > 0.50) and moderately correlated to 
interdaily stability (rho = −0.35) and intradaily variability (rho 
= 0.45). Thus, whereas standard actigraphic metrics such as 
total daily activity, circadian amplitude, interdaily stability, 
intradaily variability, and the scaling exponent of detrended 
fluctuation analysis correlate with kAR, which is a measure of 
the fragmentation of periods of activity; kRA, a measure of the 
fragmentation of rest periods, seems to measure an attribute 
of rest-activity organization not captured by published acti-
graphic metrics.

Relationship of kAR and kRA to Demographic and Clinical Variables
To explore the relationship between kAR and the predictors 

age, sex, and BMI, we used multiple linear regression (Table 3). 
As described in the methods section, preliminary analysis sup-
ported the adequacy of a linear model relating logit(kAR) and 
age. Moreover, the relationship between logit(kAR) and age 
did not differ significantly between men and women, allowing 

Figure 3—Comparison of kAR and kRA during the rest and active periods. 
Horizontal line indicates median. Boxes indicate the interquartile range 
(IQR). Whiskers indicate 75th percentile + 1.5×IQR and 25% - 1.5×IQR. 
Dots indicate outliers.
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Table 2—Spearman correlation matrix of actigraphic metrics

kAR kRA Daily activity Amplitude IS IV
DFA scaling 

exponent
kAR 1 −0.011 −0.84* −0.85* −0.35* +0.45* −0.84*
kRA 1 +0.10* +0.04 −0.04 +0.02 −0.07
Daily activity 1 0.98* +0.32* −0.52* +0.75*
Amplitude 1 +0.37* −0.60* +0.81*
IS 1 −0.34* +0.39*
IV 1 −0.51*
DFA scaling exponent 1

*P < 0.05.
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cal fragmentation of rest-activity patterns. Previous approaches 
to the quantification of the temporal organization of behavioral 
state have focused on polysomnographic data, which is cum-
bersome to obtain, liable to disrupt natural behavior, and limit-
ed to short recordings. Meanwhile, standard actigraphic metrics 
fall into two categories: those that quantify percentages of time 
spent in various states, and those such as circadian analyses 
that quantify temporal organization, but typically on the scale 
of hours to days. We think that the present analytic approach 
captures an important characteristic of rest-activity organiza-
tion that is not captured by existing analytic approaches, allow-
ing for a fuller description of human rest-activity patterns and 
their relationship with important demographic and clinical vari-
ables. Moreover, the mathematical properties of the transitions 
between the actigraphically observed states of rest and activity 
suggest that they are closely related to transitions between the 
underlying neurophysiological states of sleep and arousal, and 
are qualitatively similar to the predictions from some current 
models for wake-sleep physiology.

Comparison to State-Transitional Approaches to the Analysis 
of Polysomnographic Data

Our state-transitional approach to the analysis of actigraphic 
data builds upon the work of others who have applied similar 
approaches to the analysis of polysomnographic data.12-23,39-40 
While specific analyses vary, all of these approaches involve 
considering polysomnographic data as a series of transitions 
between discrete states, and describing the frequency and tem-
poral distribution of these transitions. Some have used a Mar-

not differ significantly between men and women, allowing 
men and women to be pooled for the purposes of this analysis. 
Male sex was found to be associated with increased logit(kRA), 
while there was no significant association between BMI and 
logit(kRA). The relationship between logit(kRA) and age was 
non-monotonic, with logit(kRA) increasing up to age 76 and de-
creasing thereafter.

When the model was augmented to include number of de-
pressive symptoms, number of vascular risk factors, and number 
of vascular diseases as covariates, age, male sex, and increased 
BMI remained significantly associated with higher logit(kRA). 
Moreover, increased number of vascular risk factors was also 
associated with a higher logit(kRA). Number of depressive symp-
toms, and number of vascular diseases were not associated with 
differences in logit(kRA) independent of age, sex, and BMI.

DISCUSSION
In this study, we developed a procedure to quantify the tem-

poral organization of human rest-activity patterns in terms of 
transition probabilities between periods of rest and activity. We 
described the characteristic time-dependence of these transition 
probabilities, and identified 2 metrics, kAR and kRA, which con-
ceptually represent the tendencies to fragment sustained activity 
and rest, respectively. We then examined these metrics in com-
munity-dwelling older individuals without dementia and demon-
strated that the fragmentation of rest and activity varies with age.

Despite the recent biological and clinical interest in quanti-
fying the temporal organization of behavioral state, we are not 
aware of previous studies that have sought to describe the lo-

Table 4—Influence of clinical and demographic variables on kRA

Effect on logit(kRA) Effect on logit(kRA)
Coefficient SE P-value Coefficient SE P-value

Age (per y) +0.029 0.009 1.5 × 10-3 +0.029 0.009 0.001
Age2 (per y2) -0.0002 0.00006 8.9 × 10-4 -0.0002 0.00006 0.0008
Male Sex +0.06 0.010 2.0 × 10-8 +0.05 0.010 8.6 × 10-8

BMI (per kg/m2) +0.001 0.0008 0.19 +0.0006 0.0009 0.50
Number of Depressive Symptoms −0.002 0.0026 0.45
Number of Vascular Risk Factors +0.013 0.006 0.02
Number of Vascular Diseases +0.015 0.006 0.81

R2 = 0.07 for core model, and 0.08 for augmented model.

Table 3—Influence of clinical and demographic variables on kAR

Effect on logit(kAR) Effect on logit(kAR)
Coefficient SE P-value Coefficient SE P-value

Age (per y) +0.002 0.001 0.04 +0.001 0.001 0.38
Male Sex +0.044 0.018 0.02 +0.041 0018 0.02
BMI (per kg/m2) +0.006 0.002 0.0002 +0.004 0.002 0.01
Number of Depressive Symptoms +0.014 0.005 0.002
Number of Vascular Risk Factors +0.024 0.010 0.02
#Number of Vascular Diseases +0.043 0.010 2.7 × 10-5

R2 = 0.03 for core model and 0.09 for augmented model.
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of transition probabilities that was qualitatively stereotyped 
across the individuals studied. For runs of both rest and activity, 
transition probabilities were near 0.5 at the shortest run dura-
tions, approximating random noise. However, as run durations 
progressed, transition probabilities declined rapidly to a very 
low baseline level by ~5 min—a level which was subsequently 
maintained for a wide range of run durations ranging from 15-
40 minutes. For the longest runs, there appeared to be a rise 
in transition probabilities, although we acknowledge that this 
may have been due in part to increased variance in probability 
estimates at long run durations due to the sparseness of data.

In the normal organism, arousal is a prerequisite for sus-
tained movement, and sleep precludes it. Therefore, periods of 
sustained activity, as in the constant regions of the pAR(t) tran-
sition plots, must correspond to the behavioral state of wakeful-
ness. Accepting this, then kAR—the average value of pAR(t) in 
the constant region – is a measure of an awake subject’s ten-
dency to fragment sustained activity. The neurobehavioral cor-
relates of periods of rest are less clear-cut. Some periods may 
represent quiet wakefulness, while others may represent points 
along the continuum from drowsiness to sleep. We hypothesize 
that the constant regions of the pRA(t) transition plots are likely 
to correspond to the behavioral state of sleep. In support of this 
is the observation that in the constant region, pRA(t) is kept at 
a constant and stable minimum across a wide range of run dura-
tions. Thus, the constant region represents a state of sustained 
quiescence and diminished arousability—two of the key behav-
ioral characteristics of sleep. Extending this interpretation, we 
hypothesize the falling region of the pRA(t) curve represents 
the transition from quiet wakefulness to established sleep. If 
our hypothesis is true, then kRA—the stable value of pRA(t) in 
the constant region—may be a useful actigraphic measure of 
arousability from sleep. These hypotheses will need to be tested 
in subjects with simultaneous actigraphic and electrophysiolog-
ical monitoring of behavioral state.

Recognizing that the observed states of rest and activity and 
the underlying states of sleep and arousal are likely linked, but 
without presupposing a perfect correspondence between the 
two, it is nevertheless interesting to consider our results in the 
context of current mathematical models of state transition. A 
widely accepted current model of state control proposes that 
state transitions are governed by the action of populations of 
mutually inhibitory sleep- and arousal-promoting neurons, 
which form a bi-stable flip-flop switch.42 Mathematical models 
based on this circuitry19,43 predict the development of long con-
solidated periods of sustained arousal and quiescence bridged 
by relatively brief transition periods. These models have thus 
far not been use to explicitly model the time-dependence of 
transition probabilities in humans. It will be interesting to see if 
the dynamics of such transitions as predicted by these models 
are similar to our empirical observations.

We examined the variation in the temporal organization of 
rest and activity between day and night by comparing kAR and 
kRA between the rest phase (defined as the 8 consecutive least 
active hours of each day) and the active phase (defined as the 
16 consecutive most active hours of each day) of each day. Two 
observations are notable here. First, there were statistically sig-
nificant differences in kAR and kRA between the rest and active 
phases of the day. One might hypothesize that this may reflect 

kov or semi-Markov approach,10-11,13,20,23,39 while others have 
used an explicitly survival-analytic approach.12,19,21-22 Several 
groups have sought to parameterize the frequency distribution 
of run durations, often with exponential or power-law distri-
butions.14,17-18 In some studies, differences in state-transition 
parameters have been demonstrated between different clini-
cal groups, such as young vs. old subjects,20 subjects with and 
without sleep apnea,17,21-22 or subjects with and without chronic 
fatigue syndrome.16 Most studies aggregated together data from 
many individuals in order to have enough transitions to gen-
erate stable estimates of transition parameters.10-15,17,19-23,39 A 
smaller number of studies attempted to derive such parameters 
on a subject to subject basis.11,14,22 However, at least one group 
noted that a single night of polysomnography in a single in-
dividual (which is often all that can be practically obtained in 
the context of a large clinical study) provides an insufficient 
number of transitions to obtain a stable estimate of transition 
parameters.18

The approach used in the present study has many similari-
ties with the aforementioned approaches to polysomnographic 
data. Like all of these approaches, we consider the data as a 
series of transitions between discrete states. Moreover, like 
the semi-Markov or survival analytic approaches, we consider 
transition probabilities as a function of the time spent in each 
state thus far—i.e., as a function of the recent history. However, 
our approach also has some differences. First, our use of long 
actigraphic records rather than relatively shorter polysomno-
graphic recordings ensures a large number of transitions per re-
cord, allowing for a good estimate of transition parameters for 
each individual subject, without the need to aggregate subjects 
together. This makes it much easier use standard regression 
techniques to explore the relationships between these transition 
parameters and clinical predictors or outcomes of interest. Sec-
ond, our analysis does not depend at all on human scoring to de-
termine state at any point in time—rather, it is fully automated, 
making it suitable for large-scale application.

Analysis of Rest-Activity Transition Dynamics
In this study, we used a nonparametric LOWESS regression 

to smooth-out noise and attempt to capture physiologically 
meaningful temporal trends in pAR(t) and pRA(t). An alter-
native approach would have been to fit a parametric bathtub-
shaped function such as done by some others.41 We elected to 
use a nonparametric approach for two main reasons. First, this 
did not require prespecification of the functional form of pAR(t) 
and pRA(t), which would in turn would have required some 
prior knowledge of the true underlying dynamics of pAR(t) 
and pRA(t). Second, depending on the functional form chosen, 
iterative least-squares nonlinear curve fitting can often be ill 
conditioned, sensitive both to initial values as well as curve-
fitting parameters. By contrast, as indicated by our sensitivity 
analyses, the transition parameters kAR and kRA were robust to 
changes in the analytic parameters used to calculate them.

As we observed in our analysis of simulated random data, a 
constant pAR or pRA of 0.5 corresponds to a state of complete 
randomness; the extent to which pAR or pRA is less than 0.5 is 
therefore a measure of the extent to which runs of rest or activ-
ity are more consolidated than randomness. When we analyzed 
human rest-activity data, we observed a characteristic evolution 
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Relationship of kAR and kRA to Other Actigraphic Metrics
It may reasonably be asked whether the actigraphic param-

eters kAR and kRA are really measuring a characteristic of rest-
activity patterns not otherwise captured by existing actigraphic 
metrics. To address this question, we calculated the correlations 
between kRA, kAR, and the published actigraphic metrics total 
daily activity, circadian amplitude, interdaily stability, intra-
daily variability, and the scaling exponent obtained from de-
trended fluctuation analysis (Table 2). The transition measure 
kRA is not strongly correlated with any of the other metrics, sug-
gesting that it is indeed measuring a unique characteristic of 
rest-activity patterns, while kAR is strongly correlated with to-
tal daily activity, amplitude, and the scaling exponent obtained 
from detrended fluctuation analysis. We suspect that these cor-
relations are consequences of the fact that kAR, as a metric of an 
individual’s tendency to fragment sustained activity, is likely 
an important determinant of overall total activity levels, and 
therefore an important determinant of both total daily activity 
and circadian amplitude.

Association of kAR and kRA with Clinical Parameters
In our study population, age and sex were significant predic-

tors of both kAR and kRA while BMI was a significant predictor 
of kAR. The significance of age on kAR was attenuated somewhat 
when adjustments were made for medical comorbidities, but 
the effect of age on kRA remained highly significant even after 
adjustment for medical comorbidities.

The R2 values for our linear models for logit(kRA) and 
logit(kAR) were modest (R2 = 0.09 for kAR and 0.08 for kRA for 
the augmented models that included medical comorbidities) 
indicating that the examined predictors accounted for a rela-
tively modest proportion of the variance in these metrics. Given 
that actigraphy was obtained in subjects’ natural environments, 
we suspect environmental factors could have accounted for a 
significant proportion of this. Genetic factors are also another 
likely source of the unaccounted for variance.

Although our analyses were adjusted for a number of medi-
cal comorbidities including depression, hypertension, diabetes, 
smoking, peripheral vascular disease, stroke, coronary artery 
disease, and congestive heart failure, we acknowledge that 
some of the relationships we observed between kRA and kAR and 
age, sex, and BMI may have been mediated by differences in 
unmeasured medical comorbidities. Specifically, we did not 
directly ascertain the presence or absence of sleep apnea, al-
though ascertainment of BMI, hypertension, and age, which are 
all correlated with sleep apnea, may have captured some of the 
variance that would have been captured by sleep apnea had it 
been directly ascertained.

We are not aware of previous studies that have examined 
sex differences in the local organization of actigraphic rest-
activity patterns in the elderly. Previous studies based on noc-
turnal polysomnography have suggested that although older 
women tend to have more subjective sleep complaints,44-47 
older men generally have a lower nocturnal sleep efficien-
cy.30,44 Our observation of a higher kRA in older men corre-
sponds to a greater tendency to fragment sustained rest, which 
is in keeping with these reports. It is interesting to note that 
not only is kRA higher in older men than older women, but so 
is kAR, suggesting that older men also have a greater tendency 

modulation of the tendency to fragment rest and activity by 
time-varying circadian, homeostatic, and/or environmental fac-
tors. Second, even though kAR and kRA varied between the rest 
and active periods, they were always far from the 0.5 expected 
for random noise, suggesting that mechanisms acting to con-
solidate rest are operating even during the active phase of each 
day, and mechanisms acting to consolidate activity are operat-
ing even during the resting phase of each day.

The curves pAR(t) and pRA(t) are based on runs of rest and 
activity occurring both during the day and the night, and there-
fore represent an amalgam of the influences of runs of rest and 
activity during these two periods. However, longer runs of ac-
tivity, which form the basis for the calculation of kAR, are most 
likely to occur during the day. Similarly, longer runs of rest, 
which form the basis for the calculation of kRA, are most likely 
to occur during the night. Therefore, while pAR(t) and pRA(t) 
are calculated from runs of activity occurring both during the 
day and night, kAR is expected to reflect primarily the dynamics 
of runs of activity occurring during the day, and kRA is expected 
to reflect primarily the dynamics of runs of rest occurring dur-
ing the night. This was in fact the case. The transition measure 
kRA as calculated from the entire actigraphic record was almost 
identical to kRA as calculated from only the 6 least active hours 
of each day. Similarly, kAR as calculated from the entire acti-
graphic record was almost identical to kAR as calculated from 
only the 6 most active hours of each day. This suggests that 
whereas the curves pAR(t) and pRA(t) reflect the combined in-
fluences of runs of rest and activity occurring during both the 
night and day, kAR reflects primarily the dynamics of activity 
during the most active period, and kRA the dynamics of rest dur-
ing the least active period.

We are not aware of other applications of state transition 
analyses to human activity data. However, our findings are in 
keeping with those of others who have used state transition 
approaches to analyze polysomnographic data. We observed 
that pRA(t) was typically nearly constant across a wide range 
of run durations. A perfectly constant pRA(t) would result in an 
exponential distribution of runs of rest. In fact, based on poly-
somnographic data, sleep bout durations have previously been 
reported by others to be exponentially distributed.14-15 Klerman 
and colleagues modeled the human hypnogram as a series of 
Markov state transitions between wake and sleep, using a first 
order model in which the transition probabilities were implicitly 
assumed to be constant across bout durations.20 Others have ap-
plied survival analytic techniques to the analysis of hypnogram 
data.21-22 As in the work by Klerman and colleagues, they mod-
eled the human hypnogram as a series of transitions between 
discrete states. Although Norman et al. found that the assump-
tion of a constant transition probability provided a reasonable 
fit,22 they suggested that modeling the hazard curve as a Weibull 
function with a shape parameter less than 1 provided an even 
better fit. When the shape parameter is less than 1, the Weibull 
hazard function starts at a high level at time 0 and then declines 
rapidly to a horizontal asymptote, closely mirroring the falling 
and constant regions we observed in our transition probability 
curves. Our transition probability curves, with falling, constant, 
and rising regions, also mirror those seen by Krishnasamy and 
colleagues in their survival-analytic analysis of human poly-
somnographic data.41
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circuits. Between the ages of 50 and 80, we hypothesize that 
functional or anatomic deterioration in sleep promoting areas 
such as the ventrolateral preoptic nucleus may contribute to 
an increased tendency to fragment sustained rest, reflected as 
a higher kRA. However, as further aging occurs beyond the age 
of 80, this may be counterbalanced and then overcome by func-
tional or anatomic deterioration in effector areas necessary for 
arousal and movement, accounting for a subsequent increase 
in rest time and concomitant decrease in kRA. Indeed, previous 
work has suggested that cell counts in the human homologue of 
the VLPO, the intermediate nucleus of the hypothalamus (also 
known as the sexually dimorphic nucleus of the hypothalamus) 
decrease with age after age 5050 whereas at least until age 80, 
cell counts in the locus ceruleus (LC), a key wake-promoting 
area, do not seem to change with age.51 Unfortunately, there 
is a paucity of data concerning cell counts in wake-promoting 
structures after age 80, as the above study of the LC included 
only 3 subjects above the age of 80. In any case, this hypothesis 
will need to be tested with careful clinico-pathological correla-
tion studies, similar to one recently performed in subjects with 
advanced Alzheimer disease relating counts in specific SCN 
populations with several actigraphic metrics.52

An alternative interpretation of the age trends in kRA is that 
they may be a manifestation of survival bias. That is, individu-
als with low kRA (and thus a tendency to maintain sustained rest) 
may be more likely to survive to older age. A similar interpreta-
tion was advanced to explain the observation that the oldest old 
(nonagenarians and centenarians) show a higher self-reported 
sleep quality than younger seniors.53

Unlike for kRA, we observed an essentially linear relationship 
between kAR and age, with higher age being associated with 
higher kAR reflecting a greater tendency to fragment sustained 
activity. We are not aware of prior studies examining the local 
dynamics of activity regulation in this population. The obser-
vation that the significance of the effect of age on kAR became 
attenuated upon adjustment for medical comorbidities suggests 
that this relationship may be in part confounded by the accumu-
lation of medical comorbidities with age.

Technical Comments
We acknowledge a number of limitations to our approach to 

state-transition actigraphic analysis. First, thus far we have ap-
plied this analysis only to a specific model of actigraph worn on 
the nondominant hand in elderly individuals without dementia. 
It is possible that the performance of this approach may differ 
with different models of actigraph worn in different ways and 
in different populations. A second limitation of our approach 
is the fact that while our analysis quantifies a number of char-
acteristics of the temporal structure of rest-activity patterns, 
it provides no reasons underlying any changes seen—for in-
stance, it cannot distinguish between a high kRA due to a noisy 
environment, and a high kRA due to damage to state-control 
structures. Third, although we think that the falling, constant, 
and rising regions of our transition probability curves may cor-
respond to underlying neurobehavioral state, we acknowledge 
that this correspondence is not likely to be perfect. However, 
the similarities of our findings with those obtained from tran-
sition-probabilistic analyses of polysomnographic data suggest 
that our metrics of the fragmentation of the observed states of 

to fragment sustained activity. Whether the sex differences in 
kRA and kAR we observed are due to sex differences in state- 
or locomotor-control circuits, or due to other sex differences 
such as susceptibility to sleep disorders like obstructive sleep 
apnea, remains to be determined.

We are not aware of previous studies examining variations 
in the temporal organization of rest-activity patterns with BMI 
in a cohort of individuals with an average age above 80. One 
previous study examined fragmentation of rest periods in re-
lation to BMI in a somewhat younger (mean age 68) cohort, 
finding an association between greater rest fragmentation and 
higher BMI.48 In our data, we observed a trend toward higher 
kRA with higher BMI, but this was not statistically significant. It 
is possible that the difference in findings may be attributable to 
differences in the ages of our cohorts, with the subjects in the 
present study being much older (mean age 83) than in the pre-
vious study. Although we did not find a statistically significant 
association between BMI and kRA , we did observe in our cohort 
a significant association of higher kAR with higher BMI, reflect-
ing a greater tendency to fragment sustained activity in those 
with higher body mass indices. Previous studies have shown 
that in adults the likelihood of being overweight or obese is in-
versely correlated with total daily activity.49 In our study, higher 
BMI was associated with higher kAR and a trend toward higher 
kRA, suggesting that the lower overall physical activity seen in 
those with higher BMI is related to a shorter duration of runs of 
activity, rather than decreased initiation of activity. The causal 
directionality of the relationship we saw between BMI and kAR 
is unclear. A larger kAR, reflecting shorter runs of activity, may 
be expected to be associated with lower caloric expenditures 
and therefore higher BMI. A higher BMI may also be expected 
to lead to poorer physical fitness, which may be expected to 
result in more poorly sustained runs of activity. A third possibil-
ity is that a higher BMI may correlate with greater sleepiness 
during the day, perhaps from an association with sleep apnea, 
and that this sleepiness may manifest as a greater tendency to 
fragment sustained activity. A longitudinal analysis may help to 
shed light on this question.

Increased age has previously been reported to be associated 
with decreased nocturnal sleep efficiency,29-30 Moreover, at least 
one previous study applying a transition-probabilistic approach 
to polysomnographic data, and comparing younger and older 
individuals, found that older subjects tend to have a higher 
sleep-wake transition probability, but no difference in wake-
sleep transition probability.20 Our findings support and extend 
this previous work. In individuals up to the age of 76, higher 
age was associated with higher kRA, reflecting a greater tenden-
cy to fragment sustained rest. As proposed by the authors of this 
previous study, this suggests that the decreased sleep efficiency 
seen with aging may be related to difficulty in maintaining rest 
rather than difficulty in initiating it. However, unlike previous 
studies, our study included a large number of individuals be-
tween the ages of 80 and 100, allowing comment on trends in 
this older age group. In this group, higher age was associated 
with at first no difference, and then lower kRA reflecting longer 
and longer periods of rest.

We hypothesize that the non-monotonic association between 
kRA and age that we observed may reflect in part age-associat-
ed changes in the integrity of state-regulating neurobiological 
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tivity monitoring constitutes the primary method of inferring 
state. Even in species such as mice and rats where state may 
be determined electrographically, this requires substantial hu-
man time to score accurately. Automatic quantification of the 
fragmentation of behavioral state from actigraphic data, which 
can be measured by infrared motion sensors or by telemetric 
actigraphic monitors, would greatly facilitate high throughput 
studies of the effects of genes or treatments on behavioral state. 
Even in polysomnographic studies, application of the current 
methods for data analysis may allow easy and automatic quan-
tification of the fragmentation of state and therefore aid in the 
dissection of its neurobiological and genetic determinants.

CONCLUSIONS
We conclude that the present state-transition analysis of 

actigraphic data represents a potentially useful means of 
quantifying the fragmentation of rest-activity data that is high-
throughput, low-cost, objective, easily implemented, suitable 
to large-scale clinical studies, and amenable to physiological 
interpretation. We further conclude that the fragmentation of 
rest-activity patterns—particularly rest fragmentation—var-
ies with age, even after adjusting for sex, BMI, and a range of 
medical comorbidities. Further epidemiological, clinico-patho-
logical, and experimental investigations are needed to elucidate 
the clinical, anatomical, and neurophysiological correlates of 
these measures.
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SUPPLEMENTARY METHODS

Sensitivity Analyses – kAR and kRA
We performed a series of analyses to determine the sensitiv-

ity of kAR and kRA to changes in the analytical parameters used 
to derive them.

We varied each parameter over a range of reasonable val-
ues, recalculated kAR or kRA for each record at each value of the 
selected parameter, and then constructed a Spearman correla-
tion matrix to summarize the correlations between kAR or kRA 
calculated using the different values of the selected parameters.

Our default parameters were as follows:
• Epoch Length: 15-seconds
• Threshold Separating Rest from Activity: 0 counts
• LOWESS bandwidth: 0.30
• Definition of the constant region: varying by no more than 

1xs where s is the standard deviation of the corresponding 
pAR(t) or pRA(t) curve

When any single parameter was varied, all other parameters 
were kept at their default values.

We first examined the effect of varying the epoch length from 
15-seconds to 30-seconds to 60-seconds. The default value was 
15-seconds.

As below, values of kAR calculated using epoch lengths of 15, 
30, and 60 seconds were all highly correlated, indicating that 
kAR is relatively insensitive to the choice of epoch length:

kAR Epoch Length
Spearman Rho 15s 30s 60s

Epoch 
Length

15s 1.00 0.91 0.84
30s 1.00 0.93
60s 1.00

The same was true for kRA:

kRA Epoch Length
Spearman Rho 15s 30s 60s

Epoch 
Length

15s 1.00 0.95 0.85
30s 1.00 0.95
60s 1.00

We next examined the effect of varying the threshold used 
to define rest vs. activity. This was varied from the 0 counts to 
the 10th percentile of counts per epoch, in 2.5% increments. The 
default value was 0.

As seen below, values of kAR calculated using thresholds of 
0, 2.5th percentile, 5th percentile, 7.5th percentile, and 10th per-
centile of counts per epoch were all highly correlated:

kAR Activity Threshold (percentile)
Spearman Rho 0.0 2.5 5.0 7.5 10.0

Activity 
Threshold 

(percentile)

0.0 1.00 0.96 0.95 0.96 0.95
2.5 1.00 0.98 0.97 0.95
5.0 1.00 0.98 0.96
7.5 1.00 0.97

10.0 1.00

The same was true for kRA:

kRA Activity Threshold (percentile)
Spearman Rho 0.0 2.5 5.0 7.5 10.0

Activity 
Threshold 

(percentile)

0.0 1.00 0.98 0.97 0.95 0.93
2.5 1.00 0.99 0.98 0.97
5.0 1.00 0.99 0.98
7.5 1.00 0.99

10.0 1.00

We next examined the effect of varying the bandwidth of the 
LOWESS regression from 0.10 to 0.50 in 0.10 increments. The 
default value was 0.30.

As seen in below, kAR calculated using LOWESS bandwidths 
of 0.10, 0.20, 0.30, 0.40, and 0.50 were all highly correlated, in-
dicating that kAR is relatively insensitive to the choice of LOW-
ESS bandwidth:

kAR LOWESS bandwidth
Spearman Rho 0.10 0.20 0.30 0.40 0.50

LOWESS 
bandwidth

0.10 1.00 0.97 0.98 0.98 0.98
0.20 1.00 0.98 0.98 0.98
0.30 1.00  > 0.99 0.99
0.40 1.00  > 0.99
0.50 1.00

The same was true for kRA:

kRA LOWESS bandwidth
Spearman Rho 0.10 0.20 0.30 0.40 0.50

LOWESS 
bandwidth

0.10 1.00 0.99 0.98 0.98 0.97
0.20 1.00 0.99 0.99 0.98
0.30 1.00 0.99 0.98
0.40 1.00 0.99
0.50 1.00
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We next examined the effect of varying definition of the 
constant region. The default definition was “varying by no 
more than 1×s” where s is the standard deviation of the cor-
responding pAR(t) curve. This was varied from 0.5×s to 1.5×s 
in 0.25×s increments.

As seen in below, kAR calculated using varying definitions 
of the constant region were all highly correlated, indicating 
that kAR is relatively insensitive to specific definition of the 
constant region:

kAR Definition of Constant Region
Spearman Rho 0.50×s 0.75×s 1.00×s 1.25×s 1.50×s

Definition 
of 

Constant 
Region

0.50×s 1.00 0.96 0.93 0.92 0.91
0.75×s 1.00 0.98 0.97 0.96
1.00×s 1.00 0.99 0.99
1.25×s 1.00  > 0.99
1.50×s 1.00

As seen in below, the same was true for kRA:
kRA Definition of Constant Region
Spearman Rho 0.50×s 0.75×s 1.00×s 1.25×s 1.50×s

Definition 
of 

Constant 
Region

0.50×s 1.00 0.97 0.95 0.92 0.91
0.75×s 1.00 0.99 0.97 0.96
1.00×s 1.00 0.99 0.98
1.25×s 1.00  > 0.99
1.50×s 1.00

Sensitivity Analyses – Start Time of the Constant Region
In addition to calculating kAR and kRA for each record, we 

also calculated the start and end times of the constant regions 
for pAR(t) and pRA(t) for each records. On visual inspection 
of all records, the specific timing of the rising region appeared 
to be susceptible to outliers; therefore, we did not pursue this 
measure further. However, we did perform sensitivity analysis 
for the timing of the start of the constant region for pAR(t), and 
pRA(t) which we called tc

AR and tc
RA, respectively.

We first examined the effect of varying the epoch length from 
15-seconds to 30-seconds to 60-seconds. The default value was 
15-seconds.

As below, values of tc
AR calculated using epoch lengths of 15, 

30, and 60 seconds are not strongly correlated, indicating that 
tc

AR is not robust to the choice of epoch length:
tc

AR Epoch Length
Spearman Rho 15s 30s 60s

Epoch 
Length

15s 1.00 0.54 0.39
30s 1.00 0.47
60s 1.00

The same was true for tc
RA:

tc
RA Epoch Length

Spearman Rho 15s 30s 60s
Epoch 
Length

15s 1.00 0.86 0.54
30s 1.00 0.73
60s 1.00

We next examined the effect of varying the threshold used 
to define rest vs. activity. This was varied from the 0 to the 10th 
percentile of counts per epoch, in 2.5% increments. The default 
value was 0.

As seen below, values of tc
AR calculated using a threshold of 0th 

percentile, 2.5th percentile, 5th percentile, 7.5th percentile, and 10th 
percentile of counts per epoch were only moderately correlated:

tc
AR Activity Threshold

Spearman Rho 0 2.5 5 7.5 10
Activity 

Threshold
0.0 1.00 0.81 0.77 0.74 0.67
2.5 1.00 0.91 0.84 0.75
5.0 1.00 0.90 0.78
7.5 1.00 0.86

10.0 1.00

tc
RA appeared to be more robust to changes in the activity 

threshold:
tc

RA Activity Threshold
Spearman Rho 0 2.5 5 7.5 10

Activity 
Threshold

0.0 1.00 0.92 0.92 0.90 0.89
2.5 1.00 0.96 0.94 0.92
5.0 1.00 0.96 0.93
7.5 1.00 0.95

10.0 1.00
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We next examined the effect of varying the bandwidth of the 
LOWESS regression from 0.10 to 0.50 in 0.10 increments. The 
default value was 0.30.

As seen in below, tc
AR calculated using LOWESS bandwidths 

of 0.10, 0.20, 0.30, 0.40, and 0.50 were not highly correlated, 
indicating that tc

AR is somewhat sensitive to the choice of LOW-
ESS bandwidth:

tc
AR LOWESS bandwidth

Spearman Rho 0.10 0.20 0.30 0.40 0.50
LOWESS 

bandwidth
0.10 1.00 0.74 0.69 0.62 0.58
0.20 1.00 0.86 0.76 0.72
0.30 1.00 0.95 0.89
0.40 1.00 0.96
0.50 1.00

The same was true for tc
RA:

tc
RA LOWESS bandwidth

Spearman Rho 0.10 0.20 0.30 0.40 0.50
LOWESS 

bandwidth
0.10 1.00 0.92 0.72 0.57 0.47
0.20 1.00 0.86 0.73 0.65
0.30 1.00 0.94 0.87
0.40 1.00 0.95
0.50 1.00

We next examined the effect of varying definition of the 
constant region. The default definition was “varying by no 
more than 1×s” where s is the standard deviation of the cor-
responding pAR(t) curve.. This was varied from 0.5×s to 1.5×s 
in 0.25×s increments.

As seen in below, tc
AR calculated using varying definitions of 

the constant region were not highly correlated, indicating that 
tc

AR is somewhat sensitive to the specific definition of the con-
stant region:

tc
AR Definition of Constant Region

Spearman Rho 0.50×s 0.75×s 1.00×s 1.25×s 1.50×s
Definition 

of 
Constant 

Region

0.50×s 1.00 0.86 0.77 0.69 0.65
0.75×s 1.00 0.89 0.82 0.75
1.00×s 1.00 0.94 0.88
1.25×s 1.00 0.95
1.50×s 1.00

The same was true of tc
RA:

tc
RA Definition of Constant Region

Spearman Rho 0.50×s 0.75×s 1.00×s 1.25×s 1.50×s
Definition 

of 
Constant 

Region

0.50×s 1.00 0.86 0.77 0.69 0.65
0.75×s 1.00 0.89 0.82 0.75
1.00×s 1.00 0.95 0.88
1.25×s 1.00 0.95
1.50×s 1.00

Table S1—Variance Components Analysis for kAR and kRA

Between 
Subject 
Variance

Within Subject 
Between Day 

Variance
Total 

Variance
kAR 0.00179 0.00068 0.0025
kRA 0.000048 0.000085 0.00013
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Figure S1—Transition analysis of an artificially generated dataset consisting of a random assignment of each epoch to either rest or activity. Definitions of 
panels A-F are identical to Figure 2 in the text. (A) Raw actigraphic data. (B) Enlarged extract of 1 hour of data from panel A. (C) Assignment of epochs as 
rest/activity based on a threshold of 0 counts. (D) Histogram of durations of the rest bouts. (E) Number of runs of duration greater than or equal to t for t = 0…
tRmax. (F) pRA(t) as estimated from panel d using equation (2) in the text.
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Figure S2—Comparison of kAR and kRA during the rest and active periods using varying rest/active period breakpoints. 6h/18h (A), 8h/16h (B), and 10h/14h 
(C), and 12h/12h (D). Horizontal line indicates median. Boxes indicate the interquartile range (IQR). Whiskers indicate 75th percentile + 1.5×IQR and 25% - 
1.5×IQR. Dots indicate outliers.
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Figure S3—Relationship between kAR and kRA derived from the entire actigraphic record, and kAR and kRA calculated based only on the 6 least and most active 
consecutive hours per day.
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