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Abstract
The left inferior frontal gyrus (LIFG) exhibits increased responsiveness when people listen to
words composed of speech sounds that frequently co-occur in the English language (Vaden,
Piquado, Hickok, 2011), termed high phonotactic frequency (Vitevitch & Luce, 1998). The current
experiment aimed to further characterize the relation of phonotactic frequency to LIFG activity by
manipulating word intelligibility in participants of varying age. Thirty six native English speakers,
19–79 years old (mean = 50.5, sd = 21.0) indicated with a button press whether they recognized
120 binaurally presented consonant-vowel-consonant words during a sparse sampling fMRI
experiment (TR = 8 sec). Word intelligibility was manipulated by low-pass filtering (cutoff
frequencies of 400 Hz, 1000 Hz, 1600 Hz, and 3150 Hz). Group analyses revealed a significant
positive correlation between phonotactic frequency and LIFG activity, which was unaffected by
age and hearing thresholds. A region of interest analysis revealed that the relation between
phonotactic frequency and LIFG activity was significantly strengthened for the most intelligible
words (low-pass cutoff at 3150 Hz). These results suggest that the responsiveness of the left
inferior frontal cortex to phonotactic frequency reflects the downstream impact of word
recognition rather than support of word recognition, at least when there are no speech production
demands.

1. Introduction
During speech recognition, words may activate sublexical representations that correspond to
syllables or phonological chunks that are distinct from lexical representations. The influence
of sublexical processing has been demonstrated in speech recognition tasks including infant
word learning (Jusczyk et al., 1993; 1994; Mattys & Jusczyk, 2001), segmentation of
continuous speech (Saffran, Newport, Aslin, 1996; Saffran et al., 1997; 1999; McQueen,
2001), wordlikeness judgments (Frisch, Large, Pisoni, 2000; Bailey & Hahn, 2001), and
same-different decisions (Luce & Large, 2001; Vitevitch, 2003). During speech recognition,
sublexical processing effects may also be elicited by manipulating the phonotactic frequency
of spoken words, measured by pair-wise phoneme counts for words (Vitevitch & Luce,
1998), while controlling for other psycholinguistic factors (Luce & Large, 2001; Vaden,
Piquado, Hickok, 2011). Typical low phonotactic frequency words include badge, couch,
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look, compared to high phonotactic frequency words: bag, catch, load. Sublexical tasks that
are perceptual in nature (e.g., syllable categorization, phoneme detection) often elicit left
inferior frontal gyrus (LIFG) activity (Heim et al., 2003; Siok et al., 2003; Callan, Kent,
Guenther, 2000; Burton et al., 2005; Zaehle et al., 2007), which was unexpected since the
predominance of LIFG findings has been more closely related to speech production (Hickok
& Poeppel, 2004) and comprehension of connected speech (Peelle et al., 2010; Rodd, et al.,
2005, 2010; Tyler et al., 2010).

In a recent fMRI experiment, Vaden et al. (2011) identified the influence of phonotactic
frequency manipulations on LIFG activity when participants listened to real words during a
non- word detection task. Participants were instructed to listen to words and button press
only when a non-word was presented, which occurred for 8% of the trials. Activity was
elevated with increasing phonotactic frequency, which was interpreted to reflect the
engagement of motor representation for the words during speech recognition. These results
could be consistent with the Association hypothesis, which proposes that sublexical
processing effects in the LIFG primarily reflect passively activated motor representations
that are associated with heard speech. One alternative explanation for the Vaden et al. results
is that resources in inferior frontal cortex were recruited to facilitate lexical representation.
The aim of the current experiment was to replicate the sublexical processing effects reported
by Vaden et al. (2011) and determine the extent to which association and recruitment-based
explanations could account for the influences of phonotactic frequency on LIFG activity.

The Association hypothesis proposes that motor codes are associated with heard speech,
primarily due to auditory-phonological feedback that guides articulation, and that those
connections are strengthened during speech production (Hickok & Poeppel, 2004; 2007).
According to this view, words that are composed of highly frequent phoneme-pairs result in
greater LIFG activity because of associations with motor representations, which were
strengthened previously during speech production. Auditory feedback manipulations affect
both speech production (Jones & Munhall, 2000; 2002) and auditory cortex responses that
guide articulation (Houde et al., 2002; Tourville, Reilly, Guenther, 2008), and such a
feedback system may reasonably account for auditory-motor associations (Hickok &
Poeppel, 2004). Auditory word recognition may trigger related sublexical representations in
the LIFG in proportion to their exposure during speech – which could explain why activity
varied with the phonotactic frequency of words (Vaden et al., 2011). The Association
hypothesis leads to predictions about how age and word intelligibility would interact with
sublexical activity. We reasoned that more normal sounding, high intelligibility words
would have greater associative value with motor codes than low intelligibility words, so
increased speech intelligibility was predicted to enhance phonotactic frequency effects in
LIFG. Since younger and older adults both produce speech, and auditory-motor associations
are maintained through articulation and sensory feedback (cf. Kent et al., 1987; Nordeen &
Nordeen, 1992; Doupe & Kuhl, 1999), sublexical activity was not expected to systematically
change with age.

The Recruitment hypothesis proposes that speech production related resources in inferior
frontal cortex facilitate lexical access or selection, especially when difficult listening
conditions degrade speech intelligibility (Davis & Johnsrude, 2003; Wilson, 2009; Osnes,
Hugdahl, Specht, 2011). The LIFG and pre-motor cortex are often activated during speech
perception tasks, particularly when segmentation or sublexical distinctions are required (for
review, Hickok & Poeppel, 2004). The engagement of LIFG may result from increasing the
difficulty of lexical-phonological access (Prabhakaran et al., 2006; Righi et al., 2009),
response control (Thompson-Schill et al., 1997; Snyder, Feigenson, Thompson-Schill,
2007), or declining speech intelligibility (Davis & Johnsrude, 2003; Giraud et al., 2004;
Obleser et al., 2007; Eckert et al., 2008). Consistent with these neuroimaging studies,
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Broca’s aphasics appear to experience more difficulty in picture-matching tasks than age-
matched controls, when presented with acoustically degraded speech (Moineau, Dronkers,
Bates, 2005). These results are consistent with a large body of literature and the premise that
LIFG is engaged in challenging listening conditions where demands are increased on
response selection.

The Recruitment hypothesis also predicts sublexical effects during speech recognition as
identified by Vaden et al. (2011), but partially as a result of continuous scanner noise and
increased demands for high phonotactic frequency words during a pseudoword detection
task. Sublexical processing might not otherwise be engaged when clear acoustic conditions
favor direct lexical access; instead it may only facilitate speech recognition under
challenging acoustic conditions (Mattys, White, Melhorn, 2005). The Recruitment
hypothesis therefore predicts that decreasing speech intelligibility would result in increased
sublexical processing activity in LIFG, which we can measure by manipulating phonotactic
frequency. This account also predicts that sublexical processing and inferior frontal activity
may increase in older adults, since the impact of age-related hearing loss and speech
recognition declines (Dubno, Dirks, Morgan, 1984; Humes, Christopherson, 1991;
Sommers, 1996; Dubno, et al., 2008) and central auditory system degradation (Harris et al.,
2009) might be offset with increased involvement of prefrontal processing (Eckert, et al.,
2008; 2010; Wong et al., 2009). Recruitment of sublexical representations might offer a
potential mechanism to compensate for changes throughout the aging auditory system, if
sublexical representations modulate word recognition.

The current study examined association and recruitment explanations for phonotactic
frequency effects on LIFG activity. We predicted that LIFG activity would positively
correlate with phonotactic frequency, and that the magnitude of this association would be
affected by word intelligibility and participant age. If sublexical processing passively
activates motor codes by association, then stronger phonotactic frequency effects would be
expected when word intelligibility increases and these effects would not vary with age.
However, if motor codes were recruited to modulate auditory activity, then the strongest
phonotactic frequency effect would be expected in the least intelligible condition and this
effect would increase in older compared to younger adults.

2. Method
2.1 Participants

Thirty-six1 healthy adults participated in the study, 23 females and 13 males, 19–79 years
old, mean age = 50.5 (sd = 21.0). All participants were native English speakers and right
handed according to the Edinburgh handedness questionnaire, mean score = 91.4 (sd = 9.6),
out of a possible −100 to 100 range, where 100 is strongly right handed (Oldfield, 1971). On
average, the participants had 18.1 years of education (sd = 2.9); mean socioeconomic status
= 52.4 (sd = 10) in a possible range of 8 to 66 (Hollingshead, 1975); and made fewer than
three errors on the Mini Mental Status Examination, mean score was 29.6 out of 30 (sd =
0.6; Folstein, Robins, Helzer, 1983) demonstrating performance consistent with little or no
cognitive impairment (cf. review by Tombaugh and McIntyre, 1992). Participants had no
history of neurological or psychiatric events. Informed consent was obtained in compliance
with the Institutional Review Board at the Medical University of South Carolina, and
experiments were conducted in accordance to the Declaration of Helsinki.

1Originally 42 adults participated in the study, but technical issues prevented responses from being recorded for six of them. Since we
were unsure of their task engagement, those subjects were excluded from analysis.
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Pure-tone thresholds were measured with a Madsen OB922 audiometer and TDH-39
headphones, calibrated to ANSI standards (American National Standards Institute, 2004).
Most of the participants (N = 20, mean age = 35.8, sd = 15.5) had clinically normal hearing,
with pure-tone thresholds of 25 dB HL or less from 250 Hz to 8000 Hz, while the others (N
= 16, mean age = 68.8, sd = 9.2) had mild to moderate hearing loss that affected hearing
sensitivity mostly in the 4000 Hz to 8000 Hz frequency range. The pure-tone threshold
measure used in fMRI and behavioral analyses was an average of the left and right ear
thresholds for 250 Hz to 8000 Hz. Differences in thresholds between right and left ears did
not exceed 15 dB at any frequency, and all participants had normal immittance measures.

2.2 Stimuli
The current experiment used 120 words (Supplemental Table 1) recorded by a male speaker
that were selected from 400 monosyllabic consonant-vowel-consonant words by Dirks et al.
(2001). Each item was selected from controlled ranges of word frequency: mean = 57.9, sd =
126.8 (Kučera & Francis, 1967), neighborhood density: mean = 26.9, sd = 9.9, and
phonotactic frequency: mean = 0.0018, sd = 0.0019, based on the Irvine Phonotactic Online
Dictionary [IPHOD (Vaden, Halpin, Hickok, 2009)]. Specifically, phonotactic frequency
was defined using the unweighted average biphoneme probability measure and
neighborhood density was defined using the unweighted phonological neighborhood density
measure. Each of the words was high pass filtered (200 Hz) and low pass filtered at one of
four cutoff frequencies to parametrically vary word intelligibility (from least to most
intelligible: 400 Hz, 1000 Hz, 1600 Hz, and 3150 Hz). Words did not repeat across
intelligibility conditions, to avoid interactions between word intelligibility and priming or
memory effects. This intelligibility manipulation was consistent with previous studies in
which band-pass filter effects affected word recognition performance (Eckert et al., 2008;
Harris et al., 2009).

Analyses of Variance (ANOVA) were performed to ensure that word intelligibility
conditions were not confounded with other factors of interest. No significant differences
between items in each word intelligibility condition were observed for Kučera-Francis word
frequency [F(3,116) = 0.09, p = 0.97], IPHOD neighborhood density [F(3,116) = 0.15, p =
0.93], IPHOD phonotactic frequency [F(3,116) = 1.17, p = 0.33], or word duration [F(3,116)
= 0.17, p = 0.91].

Two strategies were undertaken to limit the influence of individual hearing differences on
the results of the experiment. All words were band-pass filtered above 200 Hz and below
3150 Hz to limit the impact of high frequency hearing loss while preserving the majority of
the speech information. In addition, spectrally-shaped noise was digitally generated and
continuously delivered during the experiment to provide generally equivalent masked
thresholds for all participants. The noise was presented at 62.5 dB SPL and words were
presented at 75 dB SPL. Because age-related differences in hearing might still contribute to
word recognition differences, pure-tone thresholds from each participant were used to assess
associations between age-related hearing loss, word recognition, and functional effects.

2.3 Experimental Procedure
Participants were given the task instructions outside of the scanner and reminded of the
directions inside the scanner just prior to the experiment. They were instructed to listen
carefully and indicate by button-press whether or not they recognized each word.
Participants were informed that all the items were real words and that some words were
harder to recognize than others. There were 8 sec between each volume acquisition onset
(TR = 8 sec). During each listening trial, one word was presented two seconds after the
previous volume acquisition. A white fixation cross appeared onscreen throughout word
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recognition trials, turning red for two seconds to cue a button response after the word
played. The timing of events is illustrated in Figure 1.

An event-related design and sparse sampling fMRI acquisition were used to aurally present
one word per trial, in the absence of scanner noise. Each participant was presented with 120
words that were interspersed with 11 resting trials in the same conditions and order.
Presentation order was pseudo-randomized with respect to the intelligibility, phonotactic
frequency and neighborhood density of each word: correlation results demonstrated no
significant associations between trial number and those characteristics (across all trials and
within each intelligibility condition all R-squared values were ns). In total, 131 functional
volumes were collected over 17 min 42 sec. Word recordings and background noise were
combined using an audio mixer and presented to participants through piezoelectronic insert
earphones (Sensimetrics Corp.). Sound levels were calibrated prior to each scanning session
using a precision sound level meter (Larson Davis 800B). Participants viewed the projector
screen through a periscope mirror mounted above the head coil. Trial presentation was
synchronized with the scanner using EPrime software (Psychology Software Tools Inc.) and
an IFIS-SA control system (Invivo Corp.), and responses were collected with an
ergonomically designed MRI-compatible button box (Magnetic Resonance Technologies
Inc.).

2.4 Image acquisition
Structural and functional images were collected on a Philips 3T Intera scanner with an 8
channel SENSE headcoil (reduction factor = 2). Whole brain functional images were
acquired using a T2* weighted, single shot Echo Planar Imaging sequence (40 slices with a
64×64 matrix, TR = 8 sec, TE = 30 msec, TA = 1647 msec, slice thickness = 3.25 mm, gap
= 0, sequential order). Voxel dimensions were 3×3×3.25 mm. The anatomical images
consisted of 160 slices with a 256×256 matrix, TR = 8.13ms, TE = 3.7 msec, flip angle = 8
deg, slice thickness = 1.0 mm, and no slice gap. High resolution structural T1-weighted
anatomical images were collected for the normalization procedure, which took advantage of
the higher resolution of T1 images, as well as grey and white matter segmented images.

2.5 Neuroimaging data preprocessing and analysis
Preprocessing—Because participants were distributed over a large age range, a study-
specific template was created to ensure optimal spatial alignment across younger to older
adult images. Unified segmentation and diffeomorphic registration was performed in SPM5
[DARTEL (Ashburner & Friston, 2005; Ashburner, 2007)] to iteratively bias field correct
and segment the T1-weighted images into their native space tissue components, and generate
normalization parameters. A recursive diffeomorphic registration procedure preserved
cortical topology according to a Laplacian model, which created invertible and smooth
deformations to transform each individual’s native space gray matter image to a common
template space. The resultant structural template was therefore representative in size and
shape of all the participants, and is shown in the results figures. Each individual’s functional
data were co-registered to their native space anatomical image using a mutual information
optimization algorithm, then normalization parameters or flow fields derived for each
individual’s transformation to template space were applied to the corresponding functional
data. The co-registration and normalization processes resulted in individual-level functional
images that were spatially transformed into the study-specific template space.

Preprocessing was performed using SPM5 (Wellcome Department of Imaging
Neuroscience): functional data were unwarped and realigned, normalized using parameters
from the DARTEL procedure described above, and a Gaussian smoothing kernel of 8 mm
was applied. Global mean signal fluctuations were detrended from the preprocessed
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functional images using voxel-level Linear Model of the Global Signal (Macey et al., 2004).
Next, we applied an algorithm described in Vaden, Muftuler, Hickok (2010) to identify
extreme intensity fluctuations that occurred during each run. Cutoff values were all set to 2.5
standard deviations from the mean, identifying extreme noise in 4.65% of the functional
images. These two outlier vectors were submitted to the first-level general linear model
(GLM) as nuisance variables. We also included two motion-based nuisance variables in the
first-level GLM that represented the magnitude of angular and translational displacement
based on the Pythagorean Theorem (similar to Salek-Haddadi et al., 2006), which were
calculated from the six realignment parameters generated by SPM realignment functions.

Full model parametric analysis—The preprocessed functional images were submitted
to a parametric analysis in SPM5 at the individual level. We chose to model words in the
four intelligibility conditions separately, since there were discrete differences in word
intelligibility. Words in each intelligibility condition were modeled as separate events with
onset and duration specified, and two parametric regressors specifying the phonotactic
frequency and neighborhood density. Thus, the functional timecourses from each word
intelligibility condition were analyzed using onsets and durations, convolved with the
hemodynamic response function (HRF), in order to perform correlation analyses with
density and phonotactic frequency across the words. This regression model also included 4
volume-wise nuisance regressors: two motion and two outlier vectors, described in the
preprocessing section. Finally, the first level phonotactic frequency and density results from
each participant were included in a second level random effects analysis to localize
consistent phonotactic and density effects across participants.

Group level t-statistic maps were thresholded using a t threshold that corresponded to p =
0.001 (uncorrected) and cluster-level p = 0.05 (Family Wise Error corrected). Age was also
included as a group level covariate to determine the extent that significant effects were
influenced by age. Cluster level correction used voxel extent thresholds based on Random
Field Theory (~ image smoothness FWHM ≈ 9.4 mm3 and each resel ≈ 30 voxels). The
MNI coordinates for each peak t -statistic within clusters were obtained by transforming
each group level statistic map with normalization parameters generated in SPM5 by warping
the co-registered study-specific gray matter template to match an MNI gray matter template
and applying the normalization parameters to the statistic images.

Region of Interest (ROI) analyses—A LIFG ROI mask was functionally defined based
on the significant phonotactic frequency effect that was detected with the parametric
analysis, as described above. The first analysis assessed the correlation between the age of
participants and their ROI-averaged phonotactic frequency effect. The second ROI analysis
treated the phonotactic frequency effect from each intelligibility condition as a dependent
variable, and tested for differences related to word intelligibility condition.

Control analyses—The full model parametric analysis was modified to demonstrate that
phonotactic frequency effects were not directly attributable to other factors. Two submodel
analyses were performed which included either phonotactic frequency or neighborhood
density in the GLM. Among monosyllabic English words, PF and ND are positively
correlated because short words that share a phoneme pair often differ by one phoneme
(Vitevitch, et al., 1999; Storkel, 2004). Since these variables exhibited a modest association
among the words used in the experiment (R2 = 0.041, p = 0.027), the submodel approach
could potentially highlight unique correlations otherwise obscured by collinearity (Wilson,
Isenberg, Hickok, 2009). A different concern was that since phonotactic frequency
sometimes affects task performance, it could drive frontal activation more directly related to
cognitive load. Two response-based control analyses were implemented to separate activity
reflective of the difficulty that the participant experienced from stimulus driven effects. The
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reaction time control analysis included an additional parameter in the GLM for each word,
which specified the response latency from a participant if it occurred within the two second
interval. Two participants were excluded due to missing reaction time data (N = 34). The
recognition control analysis examined whether phonotactic frequency effects were still
detected when the GLM only modeled words that the participant recognized. Words in the
lowest intelligibility condition (400 Hz) were not modeled due to insufficient power (mean <
33% recognition) and four participants were excluded since they indicated recognition in
fewer than 33% of all trials (N = 32).

3. Results
3.1 Intelligibility, phonotactic frequency effects in reported recognition

Word recognition (percent correct) was measured as the proportion of button responses that
indicated that the participant recognized the presented word. Word recognition was
significantly related to word intelligibility (mean percent recognition responses from lowest
to highest filter condition: 32%, 67%, 81%, 97%). A repeated-measures ANOVA
demonstrated significant differences in word recognition based on intelligibility, F(3,105) =
136.29, p < 0.001, and pairwise Tukey tests demonstrated significant differences between all
conditions, p < 0.001. There were no significant correlations between word recognition and
age (R2 = 0.07, p = 0.11), nor recognition and mean pure tone thresholds (R2 = 0.04, p =
0.25). Within each filter condition, word recognition was not significantly correlated with
age (all R2 < 0.09, p > 0.11), nor was recognition significantly correlated with mean pure
tone threshold (all R2 < 0.06, p > 0.15). These results confirmed an effect of filter condition
on word recognition, while age and hearing did not appear to impact a participant’s reported
word recognition.

The logistic regression analysis (Baayen, Davidson, Bates, 2008) detected a significant main
effect of word intelligibility condition (Z = 27.5, p < 0.001), as well as significant effects of
phonotactic frequency in the 3150 Hz filter condition (Z = −2.87, p = 0.004) and
neighborhood density in the 400 Hz filter condition (Z = −4.17, p < 0.001) and 1000 Hz
filter conditions (Z = 2.74, p = 0.006). Model testing demonstrated that intelligibility
conditions, phonotactic frequency in 3150 Hz filter trials, and neighborhood density in 400
Hz and 1000 Hz trials were each factors that contributed significantly to the model’s fit, all
χ2> 7.42 and p’s < 0.006. A significant change in the goodness of fit was not observed with
the inclusion in the model of phonotactic frequency or neighborhood density within the
other intelligibility conditions, word frequency, participant ages, and participant mean pure
tone thresholds (all χ2< 3.68 and p’s > 0.06). In summary, increasing phonotactic frequency
resulted in lower reported word recognition in the highest intelligibility condition (3150 Hz),
but was not significantly related to performance in the other three conditions.

3.2 Pars triangularis: phonotactic frequency replication
Words that consisted of more frequent phoneme pairs elicited increased LIFG responses.
The LIFG contained one cluster with activity that correlated positively with phonotactic
frequency [first peak: t(34) = 4.82, p < 0.001, MNI coordinates = −46, 41, 8; second peak
MNI coordinates = −37, 33, 10] and survived multiple comparison correction at the cluster
level (corrected p < 0.001; 76 voxels). Shown in Figure 3A, this cluster extended from the
medial pars triangularis (PTr) into the lateral inferior frontal sulcus and medial anterior
insula. Whole-brain analyses did not demonstrate any significant associations between
cortical responses and the age covariate, neighborhood density, or negatively with
phonotactic frequency, after correcting for multiple comparisons (cluster-corrected p = 0.05
threshold). Significant task-correlated effects (i.e., listening - rest) did not include clusters
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that overlapped with phonotactic frequency effects (Supplementary Figure), which suggests
that phonotactic frequency modulated sub-threshold activity, as in Vaden et al. (2011).

3.3 No relationship between age or hearing, and phonotactic frequency effects
Correlations were performed using a functionally defined ROI based on the main
phonotactic frequency effect in LIFG that was identified using the full model. Phonotactic
frequency effect contrast values from within that ROI were averaged within each individual
then correlated with participant ages, which demonstrated a non-significant association (R2

= 0.049, p = 0.19; Figure 4). The LIFG-phonotactic frequency parameter estimate was also
unrelated to mean pure tone threshold (R2= −0.048, p = 0.20). In summary, neither age nor
hearing differences in our sample could explain differences in sublexical activity among
individuals.

3.4 Greatest phonotactic frequency effects for the most intelligible speech
The LIFG ROI was also used to determine the extent to which sublexical activity was
dependent on word intelligibility. Phonotactic frequency effects that were modeled
separately for each word intelligibility condition, were averaged within the ROI for each
individual, then tested for differences between intelligibility conditions. A repeated-
measures ANOVA demonstrated a main effect of word intelligibility on sublexical activity
[F(3,105) = 6.30, p < 0.001]. Tukey tests revealed p’s < 0.05 for all pairwise comparisons
with the most intelligible condition (3150 Hz), but no other significant pairwise effects were
observed (p’s > 0.48) for the other word intelligibility conditions. Phonotactic frequency did
significantly engage LIFG in the other intelligibility conditions, but not to the same extent as
the 3150 Hz condition (Figure 4). Phonotactic frequency effects modeled in each
intelligibility condition were significantly greater than zero, t(35) > 2.15, p < 0.04, except
for the 1600 Hz words, t(35) = 1.35, p = 0.18.

To ensure that intelligibility related changes in activity did not underlie the change in
correlation with phonotactic frequency, the LIFG ROI was used to calculate mean contrast
values for event-related effects (i.e., listening minus rest), modeled separately by word
intelligibility. An ANOVA demonstrated no significant effect of word intelligibility
condition on overall event-related activity in LIFG [F(3,105)=0.37, p=0.77], nor were there
significant pairwise differences [all Tukey-corrected F(1,105) < 0.9 and p > 0.77]. These
results indicated that while the association between LIFG activity and phonotactic frequency
significantly increased for the most intelligible speech, that interaction could not simply be
explained by increasing or decreasing regional activity due to the word intelligibility
manipulations. We performed two additional correlation tests to establish that age and
hearing differences were not significantly related to activity in any word intelligibility
condition, both found R2 < 0.03 and p > 0.29.

3.5 Control Analyses
The submodel control analyses included either phonotactic frequency or neighborhood
density as a parametric regressor, but not both. The phonotactic frequency-only submodel
demonstrated only one significant cluster that was in the same location as the positive
phonotactic frequency effect in the main analysis [peak t = 5.32, MNI coordinates = −44,
39, 7; second peak = −38, 35, 9] and included 125 voxels (corrected cluster p < 0.001).
Significant clusters were not observed with the neighborhood density-only submodel. The
submodel analyses demonstrated a specific effect of phonotactic frequency, and not
neighborhood density, on LIFG activity. A paired t-test demonstrated a significantly greater
effect of phonotactic frequency than neighborhood density for the separately modeled
contrast values [t(35) = 5.28, p < 0.001].
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The performance-based control analyses included additional reaction time parameters, or
restricted the analysis according to reported word recognition. There were reaction time
effects throughout the left inferior frontal cortex, but these effects were independent of the
phonotactic frequency effect. Again, a LIFG cluster was positively correlated with
phonotactic frequency, [peak t = 4.83, MNI coordinates = −39, 29, 9; second peak = −45,
40, 8], corrected cluster p = 0.006 (45 voxels). Only one overlapping voxel was identified in
both the reaction time and phonotactic frequency results. Figure 3C illustrates the spatially
distinct distribution of phonotactic frequency and reaction time effects. In the second
analysis, phonotactic frequency effects were observed in a LIFG cluster [peak t = 4.35, MNI
coordinates = −46, 42, 10; second peak = −31, 35, −3] at a lower statistical threshold of p <
0.005 (t = 2.74, df = 31) and a corrected cluster extent threshold of p < 0.05 (70 voxels).
Both of the response-based control analyses demonstrated that cognitive load did not
account for the spatially distinct phonotactic frequency effects.

4. Discussion
The results of this study demonstrated elevated LIFG activity in response to words with
increasing phonotactic frequency. Importantly, the association between phonotactic
frequency and LIFG activity was greatest when speech was highly intelligible. Together
with the absence of an aging effect and unique effects of reaction time on inferior frontal
activity, these results were more consistent with the predictions of an association-based
mechanism for which sublexical processing involves the passive activation of motor-related
sublexical representations that are associated with heard speech.

The current experiment replicated Vaden et al. (2011), despite differences in the design of
the two studies. In contrast to the younger adults studied in the Vaden et al. study, the
participants in this study included a broad range of younger and older adults, which provided
a means to determine that sublexical processing is present throughout adulthood. We
presented a single word each trial (TR) to prevent segmentation demands from potentially
driving IFG activity (e.g., McQueen, 2001; McNealy, Mazziotta, Dapretto, 2006), in
contrast to word lists used in Vaden et al. (2011). The current experiment also took
additional measures to eliminate scanner noise interference with stimulus presentation and
reduce the impact of individual differences in hearing threshold, which allowed us to
explicitly manipulate word intelligibility. Scanner noise and individual hearing differences
otherwise might increase the need for sublexical processing or account for individual
differences, based on a recruitment mechanism. Additional differences between the studies
included task demands, which could have biased responses toward greater sensitivity to
lexical or sublexical manipulations (Vitevitch, 2003). The word recognition task used in this
study reduced potential sublexical processing bias from exaggerating LIFG activity,
compared to previous experiments which employed some non-word stimuli (Papoutsi et al.,
2009; Vaden et al., 2011). Since these methodological changes did not change the main
result, they strengthened the conclusion of both studies that variation in phonotactic
frequency modulates LIFG activity during spoken word recognition. Importantly, the
common button press design for expressing decisions in each study, rather than an oral
response, was likely a key design feature common to both studies that enhanced the
likelihood that the phonotactic frequency finding was replicated. We return to this issue
below.

The current study was designed to test two potential interpretations of the Vaden et al.
(2011) findings, which included 1) recruitment of LIFG during high phonotactic frequency
conditions and 2) passive activation of motor plans that are frequently engaged when
producing speech by high phonotactic frequency sounds. The results of this study suggest
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that, at least with respect to word listening studies in which no overt retrieval is required, the
results may be better explained by an association-based explanation.

Limited evidence for phonotactic frequency recruitment
The Recruitment hypothesis predicted that older adults would exhibit the most robust LIFG
relation with phonotactic frequency, for the following reasons. First, older adults experience
increased task demands across perceptual and cognitive tasks compared to younger
adults(Dubno, Dirks, Morgan, 1984; Humes, Christopherson, 1991; Dubno, et al., 2008),
which at least partially explains why frontal cortex tends to exhibit elevated activity in older
adults(Eckert, et al., 2008; Wong et al., 2009). Second, an increased phonotactic frequency
relation with LIFG activity in older adults would reflect recruitment of LIFG to perform the
word listening task. However, we did not observe age-related phonotactic frequency effects
on LIFG activity.

Phonotactic frequency influences were most pronounced in the most intelligible listening
condition (3150 Hz), as opposed to the least intelligible listening condition (400 Hz) which
was predicted based on a recruitment account. Furthermore, phonological neighborhood
density of the words was related to reported recognition in the two most difficult word
intelligibility conditions. Neighborhood density effects on word recognition performance
were more consistent with a recruitment explanation, since words from dense phonological
neighborhoods were more difficult to distinguish when intelligibility was degraded. This
result provides an additional dissociation between phonotactic frequency and neighborhood
density and further suggests that the phonotactic frequency modulation of LIFG response
was not due to LIFG recruitment to perform the task during the least intelligible
presentations.

As discussed in the introduction, previous studies have demonstrated that lexical demands
could increase LIFG activity. This implied that phonotactic frequency might indirectly
modulate activity in relation to uncertainty in word recognition and increased processing
times. However, when we excluded unrecognized words from the whole brain analysis, we
observed that reducing the range of difficulty did not eliminate the phonotactic frequency
effects. Furthermore, the phonotactic frequency effect was robust and unique when the
reaction time parameter was added to the model, suggesting that variation in reaction time
did not account for the phonotactic frequency effect. We are cautious in the interpretation of
the reaction time finding because there was a short delay before participants responded,
which restricted the range of the reaction time data. However, these results are incompatible
with the view that difficulty mediated the relation between phonotactic frequency and LIFG
activity.

Inferior frontal activity is modulated by task demands
Again, long reaction times were related to increased LIFG activation across subjects, but this
reaction time effect did not account for the phonotactic frequency association with LIFG
activation. Nonetheless, it is possible that task demands influenced the phonotactic
frequency and LIFG findings. The current study and Vaden et al. (2011) involved tasks that
did not require overt speech production. In contrast, Papoutsi et al., (2009) observed
increased activity in the pars opercularis for low phonotactic frequency compared to high
phonotactic frequency nonwords during an overt speech repetition task. We have observed
similar results to the Papoutsi findings when participants perform an overt speech repetition
task involving words (Vaden, preliminary observation). One explanation for these results is
that the same LIFG response selection system is differentially modulated depending on task
demands. In particular, neural resources that are important for motor planning may be up-
regulated for low phonotactic frequency sounds when planning for articulation (Aichert &
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Ziegler, 2004), but show a general elevation in response to high phonotactic frequency
sounds during passive listening (Vaden et al., 2011). One explanation accounting for the
multidimensional response properties of the LIFG is that the LIFG may be recruited when
more effort is required to articulate low phonotactic frequency sounds, and passively
activated by association to high phonotactic frequency sounds in the absence of overt
articulatory demands.

The engagement of a frontal attention-related system could also explain the phonotactic
frequency results. The phonotactic frequency association with LIFG activity could reflect a
global shift in frontal attention-related systems in response to words of increasing
phonotactic frequency. For example, a salience or ventral attention network is hypothesized
to monitor important environmental stimuli (Dosenbach et al., 2006; 2007; Menon & Uddin,
2010). High phonotactic frequency stimuli may elicit increased engagement of a salience or
ventral attention network. In support of this explanation, the medial LIFG and anterior insula
region associated with phonotactic frequency is also considered part of a bilaterally
organized salience network (Seeley et al., 2007). This salience pattern of activity is typically
associated with unexpected events (Corbetta & Shulman, 2002), performance errors (Menon
et al., 2001; Klein et al., 2007) and increased task difficulty (Eckert et al., 2009), and to long
reaction times (Binder et al., 2004).

A salience network explanation is appealing since phonotactic frequency modulated activity
in the left anterior insula and appeared to have affected recognition difficulty. However, the
findings of this study were not consistent with that view. Because LIFG response was
positively correlated with phonotactic frequency, this explanation would require the counter-
intuitive possibility that high phonotactic frequency words (e.g., den) were more salient than
low phonotactic frequency words (e.g., wave), which were composed of comparatively more
unusual phoneme pairs. This explanation would predict a strong coupling of phonotactic
frequency effects to recognition responses, but instead we observed that the phonotactic
frequency effect was not eliminated when the model was restricted to recognition response
trials. Response latencies correlated with clusters in the pars orbitalis and lateral anterior
insula in a spatial distribution that was more consistent with saliency or difficulty. Finally,
task difficulty-driven responses in anterior insula are often bilateral or right-lateralized,
which is not spatially consistent with the left lateralized phonotactic frequency effects that
were observed in the present study and in Vaden et al. (2011).

Evidence for association effects
The Association hypothesis proposes that LIFG is passively activated by sublexical speech
segments during word recognition, reflecting exposure to frequently paired motor plans and
auditory word representations. The phonotactic frequency was most strongly related to LIFG
activity in the most intelligible listening condition, which elicits the greatest response in
auditory cortex compared to the other filter conditions (Eckert et al., 2008). The phonotactic
frequency result could therefore be dependent on the quality of temporal lobe
representations that are passed on to LIFG. Furthermore, the strength of phonotactic
frequency effects did not vary with age, which is consistent with an Association hypothesis
tenet that speech production maintains auditory-motor associations (Vaden et al., 2011),
across the lifespan.

An association-based explanation for our results is also consistent with evidence that speech
recognition processes are hierarchically organized within the temporal lobe (e.g., Binder et
al., 2000; Davis & Johnsrude, 2003; Okada et al., 2010), even though LIFG has been
implicated previously in perceptual aspects of speech processing (e.g., Fridriksson et al.,
2008). In the current study and in Vaden et al. (2011), LIFG regions were not significantly
activated during word listening, despite significant correlations with phonotactic frequency
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(Supplementary Figure). While high phonotactic frequency words increased the
responsiveness of LIFG regions, it is unclear the extent to which low phonotactic frequency
words suppressed LIFG regions. These results suggest that LIFG activity is contingent upon
phonotactic frequency, although appears to be influenced by word intelligibility conditions
that elicit increased temporal lobe responsiveness and therefore further consistent with an
association explanation.

There is also convincing evidence that inferior frontal cortex lesions do not typically affect
speech recognition as severely as production (Hickok, 2009; Hickok et al., 2008; Lotto,
Hickok, Holt, 2009; Bates et al., 2003; Scott, McGettigan, Eisner, 2009). Lesion and
neuroimaging evidence suggest that both LIFG and anterior insula are important to motor
planning and fluent articulation (Dronkers, 1996; Wise, Greene, Büchel, Scott. 1999; Bates
et al., 2003; Moser et al., 2009; but see also Bonilha et al., 2006; Hillis et al., 2004 for
evidence that LIFG is critical, not insula). The results of aphasia studies also demonstrate
that sublexical task deficits occur in conjunction with speech production deficits more often
than word comprehension (Miceli et al., 1980; Caplan, Gow, Makris, 1995). Together, these
findings suggest that auditory input into frontal regions important for speech planning
underlies the phonotactic frequency effects observed in this study.

Models of speech recognition
While the results of the current experiment are best explained by an association-based
mechanism in comparison to a recruitment-based mechanism, they may also be consistent
with other models of word recognition. Specifically, increased phonotactic frequency effects
for the most intelligible speech condition could relate to the Neighborhood Activation (Luce
et al. 2000), the TRACE (McClelland & Elman, 1986), Short List (Norris & McQueen,
2008), or Cohort (Marslen-Wilson, 1987) models of speech recognition in which sublexical
information is hypothesized to contribute to word recognition in high intelligibility
conditions. We examined the possibility that cohort size contributed to the phonotactic
frequency effects observed in this study. Cohort size was estimated for each word by
counting the number of phonological transcriptions of words within IPHOD
(www.iphod.com) that shared all phonemes prior to the uniqueness point, which is the first
phoneme that distinguishes a word from all others. Among the words used in the present
study, cohort size was correlated with neighborhood density, R2 = 0.15, p < 0.001, and
phonotactic frequency, R2 = 0.10, p < 0.001. However, no significant cohort size effects
were observed in the LIFG regardless of whether the phonotactic frequency regressor was
included in the regression model. In addition, phonotactic frequency effects were not
diminished by controlling for cohort size; the LIFG cluster contained 117 voxels in this
submodel analysis. This supported our conclusion that phonotactic frequency effects were
not confounded with competitive cohort activations or phonological neighborhood
activations.

Limitations of the study
Some design features of the current experiment limit the strength of our conclusions. A
subvocalization control condition would more directly preclude the possibility that internal
speech drove sublexical activity during the word recognition task. In addition, the word
intelligibility manipulations consisted of subtractive low pass filters, whose effects may
differ from environmental noise, which are typically additive in nature. It is also possible
that phonotactic frequency effects occur specifically when intelligible speech is presented in
a noisy background. Background noise was presented across filter conditions in this study,
whereas scanner noise was present across the experiment in the Vaden et al., (2011) study.
Future studies could be designed to examine the impact of additive noise (e.g., babble,
traffic) and the absence of background noise on sublexical processing in LIFG. Readers
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should also consider that our participants included older adults with near-normal hearing and
good health compared to population norms. Our recruitment procedures screened for
conditions that would ensure safe fMRI experimentation, avoid potentially confounding
medication effects on the BOLD response, and reduce differences in individual hearing
abilities. Nonetheless, the present experiment established basic observations concerning
sublexical processing in LIFG, which may potentially inform predictions in future studies
with related questions about different sample populations (e.g., hearing impaired, dyslexic,
or aphasic adults).

Finally, the specific location of the LIFG results is also important for interpreting the
functional significance of the results. An association-based mechanism for the phonotactic
frequency results might be expected to occur in the pre-central sulcus and/or anterior insula
(Price, 2010). While we observed group effects in the medial pTr/anterior insula, a small
pre-central sulcus group effect was present only when an uncorrected statistical threshold of
p < 0.01 was used. The most robust effects across the group extend from the pTr into the
inferior frontal sulcus. Visual inspection of each subject’s results demonstrated that
phonotactic frequency effects could be observed in the inferior frontal sulcus, pars
triangularis, pars opercularis, anterior insula, and less frequently in the pars orbitalis. We
predict that this varied pattern of individual subject effects is due to variation in the primary
termination sites of fibers from temporal lobe cortex. To test this prediction, future high
resolution imaging studies involving a single subject design could focus on the sensitivity of
LIFG regions receiving temporal lobe fiber projections to phonotactic frequency.

Conclusion
The current study replicated and expanded on the Vaden et al. (2011) phonotactic frequency
findings by demonstrating that sublexical processing in LIFG significantly increased for
more intelligible speech. We found no relation between age and phonotactic frequency
effects in LIFG, which indicates that sublexical processing was relatively stable across the
adult lifespan in this cross-sectional study. Together, the results of this study are consistent
with the view that auditory-motor associations passively activate sublexical representations
in the LIFG during speech recognition.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Research Highlights

Left inferior frontal cortex is particularly responsive to common speech sounds.

We probed this finding by manipulating speech intelligibility and varying age.

The most intelligible words produced the strongest frontal response to speech
sounds.

Age (19–79) did not predict the speech sound effect on inferior frontal cortex.

These task specific frontal results suggest an associative not a recruitment impact.
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Figure 1.
Presentation timing
A sparse-sampling design was used to collect one functional volume every 8 sec. At the
beginning of each trial, a white fixation cross appeared onscreen (t = 0 sec). The participant
was presented with a single word (e.g., “ball”), 0.4 sec after the scanner noise ended (t = 2
sec). The fixation cross turned red to cue the participant to button press during a two-second
response interval (t = 3–5 sec). The timing ensured that participants were able to hear and
attended to the task in the absence of scanner noise. Digitally generated broadband noise
was played continuously in the background throughout the experiment, to minimize the
impact on word recognition of individual differences in hearing.
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Figure 2.
Intelligibility and speech recognition
Word recognition responses indicated that the low pass filter manipulation resulted in
parametric increases in word intelligibility. Mean percent word recognition responses are
plotted for each low pass filter cutoff frequency. Error bars denote ± 1 SEM.
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Figure 3.
Positive correlation with phonotactic frequency in the pars triangularis
Words that consisted of more frequent phoneme pairs elicited the highest activity in the PTr.
A) Voxels shown in red passed a threshold of t(34) = 3.35, p = 0.001 uncorrected, with
cluster-size corrected p < 0.001, displayed on the rendered grey matter template in study-
specific space. B) Joint phonotactic frequency effects in the current results and Vaden et al.
(2011). In order to compare the significant positive correlations in both studies within a
common stereotactic space, we segmented the template used in Vaden et al. (2011) then
normalized the gray matter template and results from the current study into that space using
ANTS (http://www.picsl.upenn.edu/ANTS). We assessed the joint statistic maps at a
threshold of p = 0.001 (uncorrected), based on the conjunction of each study’s positive
phonotactic frequency statistic maps, thresholded at p =0.01. Different thresholds were
needed for each study since they differed in degrees of freedom: t(33) = 3.36 for the current
study and t(16)=3.69 for Vaden et al (2011). Significant voxels (red) formed two clusters in
the left IFG extending from the lateral pars triangularis into medial pars opercularis, and
lateral inferior frontal sulcus to medial anterior insula. This illustrates voxels in both studies
in a common stereotactic space that increased activity in response to high phonotactic
frequency words, with the caveat that different preprocessing steps were used in each study,
including normalization methods and smoothing kernel. We elaborate on differences that
related to the significance of this replication in the discussion section. C) The reaction time
control analysis demonstrated a significant positive correlation between reaction time and
activity in neighboring frontal sub-regions including pars orbitalis, lateral anterior insula,
and motor cortex (green), with only one voxel overlap with the phonotactic frequency effect
(red). Voxels were thresholded at t(33) = 3.36, p = 0.001 uncorrected, cluster size p = 0.05
corrected (30 voxels minimum).
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Figure 4.
Age and sublexical activity
Age was not significantly related to the LIFG phonotactic frequency parameter estimate,
from first-level analyses (R2 = 0.05, p = 0.2).
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Figure 5.
Word intelligibility and sublexical activity
The phonotactic frequency effect in the LIFG was dependent on word intelligibility.
Pairwise tests revealed that phonotactic frequency had the greatest impact on LIFG activity
for the 3150 Hz condition, compared to each of the other conditions. The ROI mask was
functionally defined using the full model phonotactic effect (76 voxels in LIFG). The
phonotactic frequency beta values (shown as arbitrary units, a.u.) were modeled separately
by word intelligibility condition then averaged from each individual’s resultant first-level
contrast within the ROI. Error bars denote ± 1 SEM. Single sample t-tests demonstrated that
phonotactic frequency effects were significantly greater than zero in the 400 Hz, 1000 Hz,
and 3150 Hz intelligibility conditions, t (35) > 2.15, p’s < 0.04, but not in the 1600 Hz
condition, t (35) = 1.35, p = 0.18.
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