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Purpose: This work applies a cascaded systems model for cone-beam CT imaging performance to

the design and optimization of a system for musculoskeletal extremity imaging. The model pro-

vides a quantitative guide to the selection of system geometry, source and detector components, ac-

quisition techniques, and reconstruction parameters.

Methods: The model is based on cascaded systems analysis of the 3D noise-power spectrum (NPS)

and noise-equivalent quanta (NEQ) combined with factors of system geometry (magnification,

focal spot size, and scatter-to-primary ratio) and anatomical background clutter. The model was

extended to task-based analysis of detectability index (d0) for tasks ranging in contrast and fre-

quency content, and d0 was computed as a function of system magnification, detector pixel size,

focal spot size, kVp, dose, electronic noise, voxel size, and reconstruction filter to examine trade-

offs and optima among such factors in multivariate analysis. The model was tested quantitatively

versus the measured NPS and qualitatively in cadaver images as a function of kVp, dose, pixel size,

and reconstruction filter under conditions corresponding to the proposed scanner.

Results: The analysis quantified trade-offs among factors of spatial resolution, noise, and dose. System

magnification (M) was a critical design parameter with strong effect on spatial resolution, dose, and x-ray

scatter, and a fairly robust optimum was identified at M� 1.3 for the imaging tasks considered. The

results suggested kVp selection in the range of�65–90 kVp, the lower end (65 kVp) maximizing subject

contrast and the upper end maximizing NEQ (90 kVp). The analysis quantified fairly intuitive results—

e.g., �0.1–0.2 mm pixel size (and a sharp reconstruction filter) optimal for high-frequency tasks (bone

detail) compared to �0.4 mm pixel size (and a smooth reconstruction filter) for low-frequency (soft-tis-

sue) tasks. This result suggests a specific protocol for 1� 1 (full-resolution) projection data acquisition

followed by full-resolution reconstruction with a sharp filter for high-frequency tasks along with 2� 2

binning reconstruction with a smooth filter for low-frequency tasks. The analysis guided selection of spe-

cific source and detector components implemented on the proposed scanner. The analysis also quantified

the potential benefits and points of diminishing return in focal spot size, reduced electronic noise, finer de-

tector pixels, and low-dose limits of detectability. Theoretical results agreed quantitatively with the meas-

ured NPS and qualitatively with evaluation of cadaver images by a musculoskeletal radiologist.

Conclusions: A fairly comprehensive model for 3D imaging performance in cone-beam CT com-

bines factors of quantum noise, system geometry, anatomical background, and imaging task. The

analysis provided a valuable, quantitative guide to design, optimization, and technique selection for

a musculoskeletal extremities imaging system under development. VC 2011 American Association of
Physicists in Medicine. [DOI: 10.1118/1.3633937]

Key words: musculoskeletal radiology, cone-beam computed tomography, cascaded systems

analysis, flat-panel detector, imaging performance, noise-power spectrum, noise-equivalent quanta,

anatomical clutter, system optimization, observer performance, detectability index
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I. INTRODUCTION

Cone-beam computed tomography (CBCT) with flat-panel

detectors (FPDs) has entered a host of applications in preclini-

cal imaging (e.g., small animal scanners), diagnostic imaging

(e.g., breast and maxillofacial scanners), and image-guided

procedures (e.g., C-arms and medical linear accelerators). The

technology provides volumetric imaging from a single rotation

about the subject with submillimeter spatial resolution and

soft-tissue visibility. As described previously,1,2 a FPD-CBCT

system is being developed for musculoskeletal extremities

imaging. The system offers a compact embodiment for imag-

ing the upper or lower extremities that complements CT and

MR in the ability to image weight-bearing extremities and the

capability for integrated radiography, motion=kinematic imag-

ing, and volumetric imaging within the same platform.

Cascaded systems analysis has been shown to describe

the imaging performance of CBCT in terms of Fourier do-

main metrics, including the fully 3D noise-power spectrum

(NPS), modulation transfer function (MTF), and noise-

equivalent quanta (NEQ).3–8 Such analysis can be extended

to simple models of observer performance in terms of task-

based detectability index (d0),9 which has been shown to

demonstrate reasonable correspondence with real observer

performance for a variety of simple imaging tasks across a

broad range of experimental conditions.10

A considerable body of previous work established the ba-

sis for modeling of CBCT imaging performance. For exam-

ple, Siewerdsen and Jaffray11 showed a cascaded systems

model for 3D NPS and NEQ in CBCT to agree with meas-

urements and to reduce to the classic descriptions of voxel

noise. They also exercised the model to examine trade-offs

in spatial resolution and noise in the presence of x-ray scat-

ter12 and the effect of direct- and indirect-detection FPD

characteristics on CBCT image quality.13 Tward and Sie-

werdsen 5,6 extended the model to task-based detectability

index and described the effects of 3D noise aliasing. Such

analysis applies to both limited-angle tomography (tomosyn-

thesis)14,15 and CBCT in that the extent of the source-

detector orbit is a free parameter. Factors beyond quantum

noise are known to have significant effect on CBCT image

quality and can be similarly modeled—most notably, x-ray

scatter, focal spot blur, and anatomical background clutter.

X-ray scatter and focal spot blur depend strongly on system

geometry and have been included in descriptions of the

“system” NEQ.7,16–19 Jain et al.17 and Kyprianou et al.18

extended the analysis of MTF, NPS, and NEQ to include

both scatter and focal spot blur, and Kyprianou et al.20

employed the model to investigate the performance of a neu-

rovascular angiography system. The effect of anatomical

background on detectability is a subject of considerable in-

terest, commonly modeling the background as power-law

noise j=f b included as an additive noise term in the

“generalized” NEQ. For example, in breast imaging, the

power-law characteristic in 2D mammographic images was

characterized by Bochud et al.,21 Burgess,22,23 and others24

and extended to 3D breast imaging by Metheany et al.,25

Engstrom et al.,26 Glick et al.,27 Gong et al.,28 and Reiser

and Nishikawa,29 showing b differs in 2D projections versus

3D tomosynthesis and CBCT reconstructions. In a fairly

general context, Gang et al.30 showed power-law back-

ground noise to arise from superposition of self-similar

(fractal) structures in 2D and 3D images, derived relations

between b in projection, tomosynthesis, and CBCT, and

incorporated the result in a generalized detectability index.

Yoon et al.14 used such modeling to characterize the rejec-

tion of background clutter in tomosynthesis, and Siewerdsen

et al.31 showed the dependence of CBCT detectability on the

clutter factor (b) and the size of the stimulus (e.g., low- or

high-frequency tasks).23,32

The work below applies such approaches in a model that

includes basic cascaded systems analysis parameters (quantum

noise), system parameters (x-ray scatter and focal spot blur),

and generalized parameters (anatomical background) toward

the design and optimization of a CBCT system being devel-

oped for musculoskeletal extremities imaging. The research is

distinct from previous work not only in the specific area of

clinical application but also in the fairly comprehensive model

that combines descriptions of quantum, system, and general-

ized noise factors. The sections below: (1) summarize the cas-

caded systems model; (2) extend to task-based detectability

index; (3) compare to quantitative measurements of NPS and

qualitative evaluation of cadaver images; and (4) evaluate the

dependence of detectability on system geometry, acquisition

techniques, and reconstruction techniques as a guide to design

and optimization of an extremities CBCT scanner.

II. THEORETICAL METHODS

II.A. Cascaded systems analysis

The fundamental aspects of cascaded systems analysis have

been discussed in previous work3,4,33,34 in modeling the imag-

ing chain as a series of amplification, blur, and sampling

stages, where output from one stage serves as the input for the

next. Early work involved application of cascaded systems

analysis in modeling of indirect and direct-detection FPDs,3,4

extended to descriptions of mammography35 and angiogra-

phy,7,19 dual-energy imaging,36,37 tomosynthesis,15 and

CBCT.5,30 Variations include incorporation of various system

factors (viz., magnification, focal spot size, and x-ray

scatter)16–18 and generalization to include noise factors other

than quantum noise (viz., anatomical background clutter).30,36

Such models have shown good agreement with measured

MTF, NPS, detective quantum efficiency (DQE), and NEQ,

and have been incorporated in task-based models of detectabil-

ity index (d0) in a manner that yields reasonable correspon-

dence with human observer performance for a variety of

simple imaging tasks across a broad range of imaging condi-

tions.10 A conceptual diagram combining factors of quantum

noise, system parameters, background noise, and interdepen-

dencies in the NEQ is shown in Fig. 1.

II.B. The 3D NEQ

The NEQ is an important figure of merit describing the

number of photons at each spatial frequency for which an
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ideal detector would produce the same NPS.38,39 The follow-

ing sections summarize three distinct forms of NEQ: (1) a

form representing only the quantum noise (including factors

of kVp, dose, scintillator, FPD design, readout electronics,

etc.) propagated through the 2D image acquisition and 3D

reconstruction process5; (2) an extension to include various

system parameters (viz., magnification, focal spot size, and

x-ray scatter)17,18; and (3) an extension to include additional

factors within the denominator of the NEQ (viz., anatomical

background noise, originally termed a “generalized” NEQ

by Barrett et al.40,41).30 Finally, these forms are pulled to-

gether in a fairly comprehensive model of 3D NEQ as illus-

trated in Fig. 1, presenting a broad space of parameters and

interdependencies to be considered in imaging system opti-

mization. Details of the individual models and parameters

are found in the references noted above and briefly summar-

ized below.

II.B.1. “Quantum” NEQ

As described by Cunningham,38 there are several equiva-

lent ways to define the NEQ (conceptual, descriptive, sto-

chastic, and predictive). The “stochastic” form can be

readily adapted to describe the 3D quantum noise in CBCT5

NEQquantumðfx; fy; fzÞ ¼ pf
T2

3ðf ; fzÞT2
5ðf ; fzÞT2

11ðf ÞT2
12ðf ; fzÞ

Stot
Q ðfx; fy; fzÞ þ Stot

E ðfx; fy; fzÞ
;

(1)

where fx, fy, fz are the 3D spatial-frequency coordinates, and

f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2
x þ f 2

y

q
represents the cylindrically symmetric radial

frequency. Stot
Q and Stot

E describe quantum noise and electron-

ics noise associated with the total input quanta, qtot
0 , respec-

tively (with the superscript tot distinguishing the total

fluence from primary and scatter fluence terms, below). The

Ti represent the transfer function (MTF) associated with dif-

ferent stages in the imaging chain—e.g., T3 (scintillator

MTF), T5 (photodiode aperture MTF), T11 (apodization filter

MTF), and T12 (interpolation filter MTF). Notation through-

out is as consistent as possible with previous work5,6 and

summarized in Table I. Note that the equation involves fully

3D MTF and NPS terms [the latter with units (l2)(mm3),

where l is attenuation coefficient, e.g., (mm�1)], giving 3D

NEQ with units [(mm�2), interpreted as (photons=mm2)].

II.B.2. System NEQ

Factors of magnification, focal spot size, and x-ray scatter

have been incorporated within the NEQ under the moniker

of “system NEQ” (sometimes called “generalized NEQ,” but

the former term is used here to avoid confusion with inclu-

sion of anatomical background noise, below, with deference

to Barrett’s original use of the term “generalized”40,41). The

x-ray focal spot is a source of blur16–18 for systems with geo-

metric magnification, M, degrading the numerator of the

NEQ (the system MTF) but not the stochastic quantum noise

in the denominator, SQ. X-ray scatter from the object can be

similarly included in the system NEQ,17,18 and introduces

blur, noise, and contrast degradation. The x-ray fluence at

FIG. 1. Flowchart illustration of the model for CBCT imaging performance

combining factors of quantum noise, system parameters (focal spot blur,

magnification, and x-ray scatter), and background anatomical noise.

TABLE I. Summary of terms used in cascaded systems analysis.

Term Definition Nominal value

fu, fv Spatial-frequency domain at the

detector plane

—

fx, fy, fz Spatial-frequency domain at the 3D

object volume

—

gj Gain at stage j —

Tj Transfer function at stage j —

SQ NPS due to quantum noise —

SE NPS due to additive electronics noise —

j Anatomical clutter magnitude 3.3� 10�10 l2 mm3

b Anatomical clutter power-law

exponent

3

SB Power spectrum due to anatomical

background clutter

—

E Eye-filter transfer function —

Ni NPS for observer internal noise —

qtot
0 Mean fluence per projection incident

on the detector after attenuation by

object

3.94� 103 mm�2

X Exposure per projection at the

detector after object attenuation

0.027 mR

apd Photodiode width (square) 0.16 mm

apix Detector pixel aperture width

(square)

0.194 mm

avox Voxel size (natural voxel size:

avox¼ apix=M)

0.15 mm

aspot Focal spot size 0.5 mm

SDD Source-detector distance 525 mm

SAD Source-axis distance 410 mm

M System magnification,

M¼ SDD=SAD
1.28

m Number of projections 480

SPR Scatter-to-primary ratio �1.0

radd Additive electronics noise 2000 e=pixel

kVp Beam energy (peak kilovoltage) 90 kVp

D Dose to water at isocenter (16 cm

cylinder)

5 mGy

hwin (Cosine) reconstruction filter

parameter

0.5 (Hann)
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the detector includes both primary and scattered radiation

(qp
0 and qs

0, respectively), giving for the system NEQ

NEQsysðfx; fy; fzÞ ¼ pf
T2

3T2
5T2

11T2
12T2

spotT
2
scatter

Spþs
Q þ Spþs

E

; (2)

where frequency notation on MTF and NPS terms is implicit

but has been dropped for conciseness. Tspot is the focal spot

MTF, Tscatter is the scatter MTF, Spþs
Q is the total quantum

noise due to primary and scattered fluence, and Spþs
E is the

electronics noise (relative to the primaryþ scatter fluence as

detailed in Appendix C). The superscript on NPS terms Spþs
Q

and Spþs
E is distinct from Stot

Q in that it allows for separate con-

sideration of primary and scattered quanta in the 3D NPS (e.g.,

different x-ray spectra; see Appendix C). All of these terms

carry implicit dependence on the system magnification, M.

The focal spot was modeled as a uniform rect of width aspot.

The scatter MTF was described by Seibert and Boone42 in the

form of a “scatter psf,” modeled as the spatial domain product

of Gaussian kernel and 1=r, where r is the radial distance from

the origin. The corresponding Fourier domain scatter MTF is a

product of a Gaussian and a zeroth-order modified Bessel

function with a constant scale factor related to scatter fraction.

Kyprianou et al.18 extended the analysis to a composite fre-

quency distribution of blur given by addition of weighted

MTF components of both primary and scattered radiations.

II.B.3. Generalized NEQ

The generalized NEQ includes any number of additional

noise terms added to the denominator as suggested by Bar-

rett.40,41 Specifically, anatomical background clutter (i.e., an-

atomical structures present in the image but not associated

with the signal to be detected) is included as an additional

power spectrum, SB(f, fz). Extending the 3D quantum NEQ

of Eq. (1) to include anatomical noise gives

NEQgenðfx; fy; fzÞ ¼ pf
T2

3T2
5T2

11T2
12

Stot
Q þ Stot

E þ T2
3T2

5T2
11T2

12SB
; (3)

where the various MTF terms are applied to SB to emphasize

that SB is a property of the object being imaged, and that its

presentation within the image is subject to blur by the imaging

system. The power spectrum associated with anatomical clut-

ter has been investigated in depth in the context of 2D projec-

tion imaging,21,23,36 and more recently in 3D imaging,25,29,43

with an empirical power-law ðj=f bÞ form being fairly ubiqui-

tous and shown by Gang et al.30 to correspond to the projec-

tion (or 3D reconstruction) of a collection of randomly sized

and oriented self-similar (fractal) objects. Details of the

power-law form and dependencies on other system factors

(e.g., beam energy) are discussed in Appendix D.

II.B.4. A comprehensive model

The quantum, system, and generalized forms of the NEQ

summarized in Eqs. (1)–(3) can be brought together in a

comprehensive form

NEQðfx; fy; fzÞ¼ pf
T2

3T2
5T2

11T2
12T2

spotT
2
scatter

Spþs
Q þSpþs

E þT2
3T2

5T2
11T2

12T2
spotT

2
scatterSB

;

(4)

where Eq. (2) was combined with Eq. (3) to yield a fairly

comprehensive model for NEQ that accounts for all three

factors: quantum noise, system factors (such as magnifica-

tion, focal spot size, and x-ray scatter), and background ana-

tomical noise. That is, the system NEQ of Eq. (2) ignores

factors explicit in the generalized NEQ of Eq. (3)—and vice

versa; however, each can be combined in the fairly compre-

hensive form of Eq. (4), as each is grounded in the same

underlying framework of linear systems analysis. While

there is a temptation to continue applying a string of mon-

ikers and sub=superscripts (e.g., “generalized system

NEQ”), we refer to it simply as the NEQ and refer instead to

specific forms in Eqs. (1)–(3) by distinct labels of quantum,

system, and generalized, respectively. For the sake of con-

ciseness within the main text, details of individual terms in

the NEQ are included in the Appendices. Appendix A

describes the MTF terms. Appendix B describes the x-ray

scatter model. Appendix C describes the NPS for quantum

and electronics noise, Sq and SE, and Appendix D describes

the power-law model of anatomical clutter.

Two simplifying assumptions are made regarding x-ray

scatter. First, we assume that x-ray scatter imparts a reduc-

tion in contrast, an additive quantum noise source, but does

not blur the image—i.e., T2
scatter is constant, independent of

spatial-frequency, given by 1=(1þ SPR). Analysis without

such assumption has been detailed by Kyprianou et al.18 We

further assume the x-ray scatter spectrum has the same shape

as the primary. The effects neglected in such analysis are

believed to be small (e.g., maximum energy shift due to x-

ray scatter <10 keV and scatter MTF dominated by focal

spot and detector MTF). While neither is a necessary

assumption, they allow simplification of the model to a rela-

tively compact analytical form with respect to a system pa-

rameter space that is already quite broad. These simplifying

assumptions yield a concise form for the NEQ including

both system parameters of magnification, focal spot blur,

and SPR as well as generalized parameters of anatomical

background

NEQðfx; fy; fzÞ

¼ pf

ð1þ SPRÞ :
T2

3T2
5T2

11T2
12T2

spot

Stot
Q þ Stot

E þ T2
3T2

5T2
11T2

12T2
spot

1

1þ SPR

� �
SB

:

(5)

The SPR term arises simply from the assumption of a constant

Tscatter and reproduces the familiar factor (1=1þ SPR) as the

(low-frequency) degradation due to a scatter. Neglecting the

energy shifts in the scatter spectrum (as justified in Appendix

C) reduces Spþs
Q ðS

pþs
E Þ to Stot

Q ðStot
E Þ. Note that the SB term [see

Eq. (D2) in Appendix D] also depends on SPR in such a way

that scatter reduces the contrast of background clutter by a
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factor of 1=(1þ SPR), reducing the third term in the denomi-

nator in proportion to 1=(1þ SPR)2.

II.C. The 3D detectability index

Extension of the NEQ to task-based analysis of detectabil-

ity index9 (d0) allows investigation of the broad space of sys-

tem design parameters, acquisition techniques, and 3D

reconstruction parameters in terms of a summary objective

function (figure of merit) for multivariate optimization in the

design of a CBCT scanner. The detectability index has been

used as an objective function for system optimization in a va-

riety of applications30,37,44 and Gang et al.10 have demon-

strated reasonable correspondence with real observer

performance for simple imaging tasks. The work of Gang et
al.10 formed an important theoretical=experimental justifica-

tion for the current work and provided confidence that the

trends and optima computed in this paper will bear correspon-

dence with real observer performance for simple imaging

tasks. Basic observer models for d0 are as follows:

II.C.1. 3D prewhitening (PW) model

The PW observer simply weights the NEQ by a template

(a matched filter or “task function”) representing the spatial

frequencies of interest in performing the task. It assumes an

ideal observer capable of “whitening” (decorrelating) noise

in the image9

d0
2
PW ¼

ð ð ð
MTF2W2

task

SQ þ SE þMTF2SB
dfxdfydfz; (6)

where MTF represents the system MTF, MTF¼ T3T5T11T12

TspotTscatter, and the integral is performed over the 3D

Nyquist frequency region. Wtask is the frequency domain rep-

resentation of the imaging task defined as the Fourier trans-

form of binary hypotheses as detailed below.

II.C.2. 3D nonprewhitening (NPW) model

The NPW observer45 does not decorrelate the image noise

but instead applies a detection template in the form of the

expected signal

d0
2
NPW ¼

ð ð ð
MTF2W2

taskdfxdfydfz

� �2

ð ð ð
ðSQ þ SE þMTF2SBÞMTF2W2

taskdfxdfydfz

:

(7)

The NPW model has been shown to describe human observ-

ers somewhat better than the PW model in cases of, for

example, high-pass-filtered images, such as CT.10,46

II.C.3. 2D “slice” models including the eye filter and
internal noise (PWEi and NPWEi)

The two models above can be extended to include an

eye filter, E, and observer internal noise, Ni.
47,48 While the

form of the eye-filter and internal noise models have been

investigated for 2D image data, they have not been

extended or validated with regard to 3D data (e.g., volumet-

ric viewing, scrolling of slices) and fully 3D observer mod-

els are a subject of ongoing research within the perception

community. The fully 3D forms for d0PW and d0NPW assume

the observer is capable of perceiving the entirety of volu-

metric image information, which may or may not be the

case for scrolling slices, etc. However, the fully 3D d0 can

be reduced to a form describing detectability in a single

(axial, coronal, or sagittal) slice extracted from a 3D vol-

ume as described by Gang et al.10 Since extraction of a

slice in the spatial domain [e.g., in the axial (x,y) domain]

corresponds to convolution with the Fourier profile of slice

thickness in the orthogonal direction of the Fourier domain

[e.g., in the fz direction], the slice detectability index can be

written with an extra integral (convolution) over the orthog-

onal domain. For example, assuming an infinitesimally thin

slice, the axial slice detectability index is given by convolu-

tion over fz (i.e., convolution with the Fourier transform of

the delta function)

d0
2
slice;PW ¼

ð ð ð
MTFWTaskdfz

� �2

ð
ðSQ þ SE þMTF2SBÞdfz

dfxdfy; (8)

d0
2
slice;NPW

¼

ð ð ð
MTFWtaskdfz

� �2

dfxdfy

" #2

ð ð ð
ðSQ þ SE þMTF2SBÞdfz

� � ð
MTFWtaskdfz

� �2

dfxdfy

;

(9)

and similarly for the sagittal or coronal slice detectability

with integrals over fx or fy, respectively. The detectability

can now be written in a form including the 2D eye filter (E)

and internal noise models (Ni). For the NPW model, for

example, we have

d0
2
slice;NPWEi ¼

ð ð
E2

ð
MTFWTaskdfz

� �2

dfxdfy

" #2

ð ð
E4

ð
SQ þ SE þMTF2SB

� �
dfz

� � ð
MTFWTaskdfz

� �2

þNi

 !
dfxdfy

; (10)

where the eye filter was taken from Barten48
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Eðf Þ ¼ f � e�cf ; (11)

with c¼ 2.2 mm�1, and the internal noise was scaled as a

function of viewing distance (e.g., D¼ 50 cm) and the zero-

frequency component of the white noise-equivalent of total

NPS49

Ni ¼ 0:001
D

100

� �2

NPSeqð0Þ
	 


; (12)

where NPSeq is a white noise-power spectrum equivalent in

total power to the total NPS (i.e., sum of SQ, Se, and SB), and

the scale factor 0.001 as in Gang et al.10 The slice NPWEi

model (i.e., the NPW model with eye filter and internal

noise) has been shown to yield reasonable agreement with

human observer response10 for simple tasks over a broad

range of imaging conditions.

II.C.4. Imaging tasks

The task function explicit within the detectability index

conveys the spatial frequencies of interest in performing the

task, most simply defined in terms of binary hypothesis test-

ing—e.g., a detection task with hypotheses of “signal present”

versus “signal absent” or a discrimination task of hypotheses

“stimulus A” versus “stimulus B.” Three imaging tasks were

used in the work below, selected to represent a range in detail

(i.e., low-, middle-, and high-frequency tasks) with general

consideration of tissue contrasts relevant to extremity CT

imaging (e.g., muscle, fat, and bone). The task function

(WTask) may be written as a product of a spatial-frequency

term (FTask) and a contrast term (CTask) representing the signal

difference of the stimulus against background

WTaskðfx; fy; fzÞ ¼ FTaskðfx; fy; fzÞCTask; (13)

CTask ¼ leff
objectðkVpÞ � leff

backgroundðkVpÞ
� � 1

ð1þ SPRÞPvol;

(14)

Pvol ¼
atask

avox

� �3

if atask � avox

1 if atask > avox

8<
: ; (15)

where the contrast term CTask for CBCT images is fundamen-

tally given by the difference in effective attenuation coeffi-

cients ðleff
object � leff

backgroundÞ each computed by integrating the

linear attenuation coefficients l(E) over the x-ray spectrum

and including two factors of contrast degradation: x-ray scat-

ter [1=(1þ SPR)] and partial volume (Pvol) effect. The spec-

trum was modeled using the Spektr toolkit50 implementation

of the TASMIP model.51 The attenuation coefficients were

taken from NIST52 and ICRU Report 46.53 With regard to an

extremity CT scanner, stimuli were assumed to be at the cen-

ter of an object approximating a knee—i.e., a 16 cm water

cylinder including an inner cylinder of 8 cm diameter bone

(viz., 7.6 cm of trabecular bone and 0.4 cm of cortical bone).

The contrast term in each task function carries a depend-

ence on kVp, SPR, system magnification, and a possible par-

tial volume effect. The kVp dependence is implicit in the

effective attenuation coefficients. The SPR dependence is

manifest in the factor 1=(1þ SPR), which in turn depends on

magnification as in Appendix B. The partial volume factor

describes a loss in signal magnitude for stimuli smaller than

the voxel size. An important caveat regarding partial volume

effect must be noted: Pvol calculations assume that the 3D

stimulus is located at the center of a single voxel, and that

the signal is not spread across multiple voxels. This assump-

tion violates the shift invariance assumption underlying cas-

caded systems analysis, invoking the “cyclostationary”

condition suggested by Cunningham et al.54 and recognizing

that the effects of such shift invariance is typically small.55

In this way, stimuli smaller than the voxel size (and assumed

to reside entirely within a single voxel) present as a single

enhanced voxel but with contrast reduced by the Pvol factor.

The frequency term was computed separately for three

tasks emphasizing low, middle, and high frequencies. Task 1

was a low-contrast (“muscle stimulus vs water background”)

task emphasizing low spatial frequencies in the detection of

a Gaussian blob on a uniform background

FTaskðfx; fy; fzÞ ¼ ð
ffiffiffiffiffiffi
2p
p

ataskÞ3e�2p2a2
task
ðf 2

x þf 2
y þf 2

z Þ; (16)

with the size of the stimulus, atask, taken nominally as 1 mm.

For task 1, leff
object was computed from the attenuation coeffi-

cient of muscle, and leff
background was computed from the

attenuation coefficient of water.

Task 2 was a high-contrast (“bone vs fat”) task emphasiz-

ing middle frequencies corresponding to detection of a sub-

millimeter cube (3D rect) against a uniform background

FTaskðfx; fy; fzÞ

¼
a3

task:sincðfxataskÞsincðfyataskÞsincðfyataskÞif atask > avox

a3
vox:sincðfxavoxÞsincðfyavoxÞsincðfyavoxÞif atask > avox

;

(

(17)

where the first conditional corresponds to a stimulus greater

than the voxel size, and the second implies that the stimulus

is smaller than the voxel size and is evident as an enhance-

ment of the entire voxel (but at reduced contrast due to par-

tial volume). The nominal stimulus size was atask¼ 0.3 mm,

and the voxel size varied as (apix=M). For task 2, leff
object was

computed from the attenuation coefficient of bone, and

leff
background was computed from the attenuation coefficient of

fat.

Task 3 was a low-contrast (“muscle vs water”) task

emphasizing high spatial frequencies corresponding to dis-

crimination of a Gaussian against statistically defined

“white” noise background

FTask fx; fy; fz

� �
¼ 1� e�2p2a2

task
ðf 2

x þf 2
y þf 2

z Þ; (18)

where the size of the stimulus was atask¼ 0.65 mm. For task

3, leff
object and leff

background were the same as for task 1.

II.D. Optimization parameters

The optimization study was organized according to: (1)

factors affecting spatial resolution; (2) factors affecting

image noise and dose; and (3) multivariate combinations
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thereof. The range and nominal values for the most pertinent

parameters are summarized as follows.

II.D.1. Factors of spatial resolution

II.D.1.a. Magnification System magnification (M¼ SDD=
SAD) varied from 1 to 2, keeping source-to-isocenter distance

(SAD) fixed at 410 cm to fix the dose at isocenter irrespective

of magnification. The nominal value was M¼ 1.28, corre-

sponding to the value identified in preliminary work.1,2 Varia-

tion in M affected a multitude of dependent parameters,

including: focal spot and detector MTF (referenced to isocen-

ter); fluence to the detector (inverse-square law); the “natural”

voxel size avox ¼ apix=M
� �

and the SPR (via the scatter point

source model in Appendix B).

II.D.1.b. Focal spot size X-ray focal spot size varied

from 0 to 1.5 mm, with a nominal value of aspot¼ 0.5 mm

corresponding to a commercially available fixed-anode x-ray

tube identified in preliminary work (Source-Ray XRS-125-

7K-P, Source-Ray, Ronkonkoma, NY).

II.D.1.c. Pixel and voxel size Pixel aperture ranged from

0.05 to 0.40 mm, typical of the range in FPDs. The nominal

value was apix¼ 0.194 mm (corresponding to the PaxScan

3030þ, Varian Imaging Products, Palo Alto, CA). For real

FPDs, the fill factor depends on the pixel size due to finite

feature size constraints in the fabrication process: for apix

approaching 0.05 mm, the fill factor could be less than 50%,

while for apix approaching 0.40 mm, the fill factor is �80%.

For simplicity, we held the fill factor fixed at a nominal value

of 0.68 in all cases. The voxel size was nominally calculated

as the natural voxel size, avox¼ apix=M, giving nominal

value of avox¼ 0.15 mm for apix¼ 0.194 mm and M¼ 1.28.

II.D.1.d. Reconstruction filter The apodization cosine

filter parameter hwin (Appendix A) varied from 0.5 to 1.0,

corresponding to the range from Hann to ramp (Ram-Lak),

respectively.

II.D.2. Factors of image noise and dose

II.D.2.a. kVp Peak kilovoltage ranged from 60 to 140

kVp, with nominal value of 90 kVp identified in preliminary

work.1,2 Total filtration was fixed at 5.1 mm Alþ 0.3 mm

Cu. Filter thickness was based on the result in the companion

paper (Ref. 2), which optimized 2D projection DQE as a func-

tion of kVp and added Cu filtration and determined a reasona-

ble filter thickness of 0.3 mm, subject to x-ray tube operating

power and heating constraints. Regarding the choice of mate-

rial (e.g., Cu and Ag) sample calculations and previous expe-

rience suggest that filter material is not likely a parameter of

first-order importance in single-energy CBCT. A body of pre-

vious work50,56,57 shows optimal filters that tend toward thick,

high-Z materials, essentially monochromatizing the beam.

Such optimal filters would carry high heat load requirements

beyond the limits of the current system, as addressed partially

in the companion paper (Ref. 2). Therefore, for the current

work on single-energy CBCT modeling, added beam filtration

was held fixed. In future work regarding dual-energy (DE)

CBCT, the addition of differential filters in the high- and low-

energy beams is recognized as important parameter58 that

should be considered in system optimization.

Variation in kVp affected a multitude of dependent pa-

rameters, including patient dose, detector DQE (i.e., g1 g2,

etc.), fluence at the detector, anatomical background power

spectrum (via the j term in SB), and contrast [via attenuation

coefficients l(E)]. The range of deliverable kVp (and mA at

a particular focal spot size) for a particular tube and genera-

tor depends on the available power (kW). Since the analysis

below was intended to be fairly general, we allowed kVp to

vary freely without constraining the power to that of a partic-

ular system, but the kW required to deliver a given kVp and

mA (dose) was identified.

II.D.2.b. Dose Absolute dose to the center of a 16 cm di-

ameter water cylinder was varied from 0.1 to 10 mGy, with

a nominal value of 5 mGy identified in preliminary work as

appropriate to extremity CT.1 Dose was related to the expo-

sure (X) at the detector after attenuation by the object as

Dose ¼ mX
SDD

SAD

� �2

e leff
waterRð ÞfwaterBSF; (19)

where SDD=SADð Þ2 corrects for inverse-square law, m is the

total number of projections, R is the radius of the water cylin-

der (2R ¼16 cm), fwater is the f-factor for water �0.9 cGy=mR

(from Hubbell and Seltzer52 averaged over the x-ray spec-

trum), and BSF �4.5 is the backscatter factor experimentally

determined on an x-ray bench (described in Sec. III A) for the

proposed scanner geometry.

II.D.2.c. FPD electronics noise The FPD readout elec-

tronics noise, radd, ranged from 0 to 5000 e, with a nominal

value of 2000 e corresponding to the PaxScan 3030þ FPD

(Varian Imaging Products, Palo Alto, CA).

III. EXPERIMENTAL METHODS

III.A. Validation of measured and predicted
noise-power spectrum

Such theoretical modeling has been widely employed in a

variety of applications and was validated below for the nom-

inal detector, system geometry, etc., associated with the ex-

tremity CBCT scanner. Previous work by Tward and

Siewerdsen 5 demonstrated agreement of theoretical and

measured 3D NPS in CBCT using the same underlying

model, and similar validation is confirmed in the current

work for a system differing significantly in the choice of sys-

tem geometry, x-ray tube, and FPD. That is, the previous

validation in the context of a system for CBCT-guided radia-

tion therapy deserved re-examination in the context of a sys-

tem for CBCT of MSK extremities. Given agreement

between theory and measurement in the 3D NPS, Gang

et al.10 extended the analysis to demonstrate reasonable cor-

respondence between task-based detectability index (which

is ultimately derived from the NPS) and the performance of

human observers for a broad range of experimental condi-

tions and simple imaging tasks. Thus, the work of Tward

et al. in combination with that of Gang et al. supports a ra-

tionale in which validation of the 3D NPS model combined

with simple task-based analysis of detectability index should

yield results providing reasonable correspondence with real
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observer performance for simple imaging tasks. We there-

fore validated the cascaded systems model in terms of the

3D NPS but refrained from the (far more challenging) revali-

dation versus real observer performance. CBCT scans were

acquired on an experimental imaging bench for tomosynthe-

sis and CBCT having a fixed tube-detector and rotating

object configuration on a system of translation and rotation

stages. The operation of the bench is similar to that detailed

in Tward and Siewerdsen .5 The system consisted of a PaxS-

can 4030CB panel (Varian Imaging Products, Palo Alto,

CA) with 2048� 1536 pixels at 0.194 mm pitch and a 250

mg=cm2 CsI:Tl converter. Model parameters for the 4030CB

were equivalent to the 3030þ FPD, differing only in field of

view (FOV). The x-ray tube was a DU694 in EA10 housing

(Dunlee, Aurora, IL) with a 14� anode angle, focal spot size

of 0.4 or 0.8 mm and peak tube voltage of 150 kVp. Motion

control was provided by Compumotor 6k8 (Parker Hannifin,

Cleveland, OH) and system geometry (magnification) was

set to closely match the proposed scanner setup with focal

spot size fixed at 0.5 mm.

CBCT images were acquired for measurement of the 3D

NPS as a function of: kVp (70, 90, and 110 kVp), tube cur-

rent (0.25, 0.5, and 0.8 mAs), and reconstruction filter win-

dow (Hann or ramp). Acquisition settings for a “nominal”

CBCT scan were fixed at 90 kVp; 0.3 mm Cuþ 4 mm Al

added filtration; 0.25 mAs per projection; 360 projections

across 360� circular orbit with uniform Parker weighting;

SAD¼ 434 mm; SDD¼ 555 mm; with other parameters

described in Table I. CBCT images of air (no phantom) were

acquired with 3 mm Cu filtration added to the beam to simu-

late x-ray attenuation similar to a 16 cm water cylinder. The

absence of an object in the FOV avoided complications aris-

ing from nonuniform x-ray scatter, beam hardening, etc.

Dark flood corrections were performed using 50 dark frames

and 50 flood-field images acquired immediately before

image acquisition with no object in the field of view.

The projections were reconstructed using the FDK algo-

rithm.59 For each set of acquisition settings, two scans were

repeated and the reconstructed volumes were subtracted.

This operation removed spatial correlations (e.g., shading

artifacts) between the two scans, and the resulting 3D differ-

ence image presented stochastic noise components (quantum

and electronics noise), contributing independently between

the scans. The NPS was measured from the ensemble aver-

age of the squared discrete Fourier transform (DFT) of vol-

umes of interest (VOIs) in the difference image as follows5:

Smeasuredðfx; fy; fzÞ ¼
1

2

Dx

Nx

Dy

Ny

Dz

Nz
DFTfVOIsubðx; y; zÞgj j2

D E
;

(20)

where Di denotes voxel size (mm) in the i direction, Ni (¼ 71)

is the number of voxels in each VOI in the i direction. VOI-

sub(x, y, z) is the mean-subtracted volume of interest in the dif-

ference image. The VOI in the difference image was found to

have a very small, residual mean signal on the order of 10�7

cm�1 (units of attenuation coefficient). While this was likely

an insignificant departure from a true zero-mean, we further

performed mean subtraction on the VOI to obtain a signal as

close to zero-mean as possible. VOIs (each 71� 71� 71 vox-

els) in the difference image were selected about two concen-

tric circles (36 VOIs on each circle) at radii of 60 voxels and

80 voxels from the center of the volume. This avoided placing

VOIs near the center (ring artifacts) or the edge (region out-

side circle of reconstruction) of the image volume. The factor

of two in the denominator corrects for the subtraction of two

statistically independent scans.

For display purposes, a radial average of the measured

NPS about the fz axis was computed. The results show a 1D

profile of the NPS taken slightly (one voxel) above the axial

plane to avoid on-axis artifacts. Error bars were twice the

standard deviation of samples in each frequency bin and nor-

malized by the square root of the number of samples in each

bin. Radial averaging reduced the statistical error in plots

and condensed a large amount of 3D information to a form

that was easily displayed. Since the NPS is not strictly radi-

ally symmetric, displaying the plots in this manner slightly

distorts the underlying frequency dependence, but it still pro-

vides a fair comparison of theory with measurement (both

slightly distorted by the radial average). The 3D NPS is

reported with units of (l2)(mm3), where l refers to linear

attenuation coefficient and carries units of mm�1.

III.B. Qualitative verification in phantom=cadaver
studies

CBCT scans of a cadaver hand and knee were acquired on

the imaging bench to provide a qualitative assessment of theo-

retical calculations. Three cases were investigated for qualita-

tive comparison to the predicted dependence on: kVp (60 and

105 kVp, each with 5.1 mm Alþ 0.3 mm Cu filtration, and

mAs per projection adjusted to give 10 mGy for each scan

(confirmed with a Farmer ionization in a 16 cm CTDI phan-

tom and a Radcal dosimeter); pixel aperture [apix in full-

resolution mode (0.194 mm) and half-resolution mode (0.388

mm)], and reconstruction filter window [hwin¼ 0.5 (Hann)

and 1.0 (Ram-Lak)]. Nominal geometry and other settings

were as described in Sec. III A.

IV. RESULTS

Results in the following sections include: (1) comparison

of the theoretical model for 3D NPS to measurement under

conditions corresponding to the proposed musculoskeletal

scanner; (2) calculations of detectability index for various ob-

server models; (3) analysis of the impact of background clut-

ter; and (4) multivariate analysis of detectability as a function

of factors affecting spatial resolution, noise, and dose.

IV.A. Comparison of theory and measurement (NPS)

The theoretical and measured NPS are shown in Fig. 2.

Figure 2(a) shows a strong decrease in NPS for higher kVp

(at fixed mAs and, therefore, variable dose), attributed pri-

marily to increased fluence at the detector. Figure 2(b) dem-

onstrates the expected inverse relationship between NPS and

mAs (at fixed kVp). Figure 2(c) shows the increase in NPS
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for sharper apodization filters (Hann versus Ram-Lak).

Excellent agreement is demonstrated between theory and

measurement overall, with a slight systematic underestimate

in the case of the sharp (Ram-Lak) filter due to a numerical

approximation of the 3D sampling process (stage 14, com-

puted by summation of 26 nearest-neighbor replicants of the

3D NPS at multiples of the sampling frequency rather than a

full 3D convolution). The underestimate is more evident for

the Ram-Lak filter, since the sharper filter suffers a greater

3D noise aliasing effect. The results are consistent with the

level of agreement demonstrated in previous work5,6 and

establishes a basic validation of the quantum noise model

under conditions appropriate to the musculoskeletal scanner

(i.e., system geometry, detector selection, etc.).

IV.B. Observer models

Figure 3 shows calculations of the detectability index for

five observer models as described by Eqs. (6)–(10), specifi-

cally 3D PW, 3D NPW, 2D PW axial, 2D NPW axial, and

2D NPWEi axial. In each case, calculations were performed

for task 1 (low-frequency detection task) and task 3 (high-

frequency discrimination task) as a function of geometric

magnification and detector pixel size. The low-frequency

task (top row) consistently suggests higher performance at

lower magnification and larger pixel size—consistent with

intuition for detection of a low-frequency Gaussian. The

high-frequency task demonstrates an optimum in the range

of M� 1.2–1.3 and apix� 0.1–0.2 mm. Although each of the

five observer models suggests the same overall trend, there

are appreciable differences. First, the magnitude of d0 is seen

to decrease as expected from the ideal 3D PW observer to

the various NPW, 2D slice, and eye-filter models. Moreover,

the optima are a bit steeper for the latter models—e.g., the

dependence on M for the low-frequency task—suggesting

increased susceptibility to quantum noise.

For brevity, we limit the results displayed below to one ob-

server model that conveyed the overall trends. Recent work10

examined the degree of correspondence between d0 and real

observers and found the 2D NPWEi slice model to give rea-

sonable agreement for a variety of simple tasks. The slice

models, however, require selection of a given (axial, sagittal,

or coronal) slice in Eqs. (8)–(10) (i.e., the integral over fz, fy, or

fx, respectively), and we did not want to limit the results to a

FIG. 2. Comparison of experimental and theoretical 3D NPS for various (a) kVp (70, 90, and 110 kVp at a fixed tube current of 0.25 mAs =projection), (b)

mAs (0.25, 0.50, and 0.80 mAs per projection at a fixed tube voltage of 90 kVp), and (c) reconstruction filter (hwin¼ 0.5 Hann and hwin¼ l Ram-Lak). Each

plot shows a radial average of the central axial slice of the fully 3D quantum NPS ðStot
Q þ Stot

E Þ represented by Eqs. (C3) and (C5).

FIG. 3. Detectability index computed for the five observer models in Eqs. (6)–(10) as a function of magnification and detector pixel size (apix). (Top row)

d0(M, apix) for task 1 (low-frequency muscle vs water detection task). (Bottom row) d0(M, apix) for task 3 (high frequency muscle vs water discrimination

task). The low-frequency task exhibits lower d0 overall due to background anatomical noise and is clutter-limited to a greater extent. The high-frequency task

emphasizes detail and is less susceptible to clutter. Both tasks suggest highest performance at M� 1.2–1.3. The low-frequency task favors large pixel size, as

expected, whereas the high-frequency task demonstrates an optimum apix� 0.1–0.2 mm.
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preferred plane of visualization. We, therefore, selected the 3D

NPW model as the nominal choice in results summarized

below, since: (a) it captured the fully 3D characteristics of the

noise (as opposed to selecting a given slice), (b) it incorporated

the nonprewhitening aspects that appear to be important in cor-

respondence with real observers, and (c) it was consistent with

the overall trends suggested by all models in Fig. 3 (i.e., it did

not suggest optima that were significantly different from the

others). The choice of 3D NPW in results summarized below

is purely for brevity, and the analysis was performed (but not

shown) for all five. While the d0 for the 3D NPW model is not

expected to be absolutely predictive of real observer response

(e.g., scrolling slices) in its magnitude, the trends and optima

were consistent with those suggested by the other models and

provided a concise, representative summary of results.

IV.C. Background anatomical clutter

Figure 4 illustrates the impact of anatomical clutter on d0.
Figure 4(a) plots d0 as a function of dose to isocenter for the

three tasks with background clutter included (solid lines,

j¼ 3.3� 10�10 l2 mm3, b¼ 3, corresponding to muscle-

water clutter, as derived in Appendix D) or excluded (dashed

lines, j¼ 0). The middle- and high-frequency tasks (task 2 and

task 3) are seen to improve steeply with dose and are, therefore,

governed primarily by quantum noise. By comparison, the

low-frequency task (task 1) departs from this trend above �2

mGy, beyond which d0 increases slowly with dose, demonstrat-

ing that the task is largely “clutter-limited.” The result is con-

sistent with the notion that background clutter presents a major

impediment to low-frequency tasks (e.g., soft-tissue mass

detection) and outweighs other noise sources (quantum and

electronics). The medium (task 2) and high (task 3) frequency

tasks place emphasis outside the low frequency clutter region

and are impervious to background clutter. (The solid and

dashed lines in Fig. 4 are nearly identical for tasks 2 and 3.).

To illustrate the difference in dependence on anatomical

clutter between low- and high-frequency tasks, d0 was com-

puted as a function of clutter magnitude (j) and correlation

(b) in Figs. 4(b) and 4(c). b varied from 1 to 5, whereas j
ranged in magnitude from 10�7(corresponding to measure-

ments of clutter in a phantom consisting of acrylic-in-air30)

to 10�10 (calculated for clutter consisting of muscle-in-

water). The low-frequency task [Fig. 4(b)] exhibits a strong

dependence on both j and b, whereas the high-frequency

task [Fig. 4(c)] is relatively insensitive to clutter (governed

instead by quantum noise).

IV.D. Factors of spatial resolution

Among the parameters governing spatial resolution are the

system geometry (M), focal spot size (aspot), pixel size (apix),

voxel size (avox), and reconstruction filter window (hwin). As

shown above [Fig. 3(g)], d0 (M, apix) exhibited an optimum at

M� 1.3 and apix� 0.1–0.2 mm for the middle- and high-

frequency tasks. The optimal magnification arises from the

interplay between factors of focal spot size, detector exposure,

pixel (voxel) size, and SPR—the first two favoring lower

magnification, and the latter two favoring higher magnifica-

tion. For the low-frequency task 1, a similar optimum M� 1.3

was found, but there was no optimum in apix (favoring monot-

onically larger pixel size) over the range considered. With

respect to magnification, the fact that a similar optimum was

found for widely varying tasks is convenient from the per-

spective of system design—arguing that M� 1.3 is optimal

for both the geometric magnification required in high-

frequency tasks as well as the SPR reduction required for

low-frequency tasks. The lack of a single optimum in apix sug-

gests a separate approach in image acquisition=reconstruction:

for high-frequency tasks, projection data should be acquired

near the optimum apix� 0.1–0.2 mm; however, for low-

frequency tasks, the same data should be binned to

apix� 0.4 mm and reconstructed separately.

Figure 5 illustrates the corresponding trends in d0 computed

as a function of reconstruction filter (hwin) and focal spot size

(aspot). Calculations of d0 (M, hwin) in Figs. 5(a)–5(c) show a

consistent optimum at M � 1.3 for each task. The low-

frequency task shows a weak dependence on reconstruction

filter but favors the smoother filter (hwin� 0.5), whereas the

middle- and high-frequency tasks show a steeper dependence

and favor the sharper filter (hwin� 0.9–1.0). As shown in Figs.

5(d)–5(f), calculation of d0 (apix, hwin) for the low-frequency

FIG. 4. Effect of background anatomical clutter on detectability. (a) d0 computed as a function of dose for the three tasks with (solid lines) and without (dashed

lines) background clutter in Eq. (7). For task 1 with clutter, the departure from quantum-limited performance (i.e., relative insensitivity to dose above �2

mGy) shows that the low-frequency task is clutter-limited. Tasks 2 and 3 are insensitive to clutter (solid and dashed lines overlapping). (b) d0(j, b) for low-

frequency task 1 exhibits a strong dependence on clutter, whereas (c) d0(j, b) for high-frequency task 3 is relatively insensitive to clutter.

5621 Prakash et al.: Task-based modeling of an extremities CBCT scanner 5621

Medical Physics, Vol. 38, No. 10, October 2011



task again favors larger pixels and smoother filters, whereas

the middle- and high-frequency tasks show an optimum

apix� 0.1–0.2 mm and favor sharp filters. The trends are con-

sistent with intuition and suggest a separate reconstruction

strategy for low versus middle=high-frequency tasks: binning

and smooth filters for the former; full-resolution readout and

sharp filters for the latter. While intuitive, the results confirm

expected trends and quantify the trade-offs in detectability

incurred by departures from the optima.

Finally, Figs. 5(g)–5(i) plot d0 as a function of apix and

aspot, illustrating key factors of equipment selection—i.e., the

FPD and x-ray tube. The familiar trends in apix are evident at

all values of aspot considered (i.e., apix! 0.4 mm for the low-

frequency task, while apix� 0.1–0.2 mm optimizes the mid-

dle- and high-frequency tasks). For the low-frequency task,

there is a very weak dependence on focal spot blur. For the

middle- and high-frequency tasks, however, there is a fairly

steep, monotonic trend toward finer focal spot. However, at

optimal apix, one may argue that decrease in aspot below �0.4

mm provides diminishing return—an important consideration

with respect to tube heat loading. At least as interesting, the

plots allow a quantitative guide to system design questions—

e.g., the conditions under which reducing pixel size or spot

size in isolation improves performance (or has no effect at all)

and the extent to which the best choice of these parameters

depends strongly on one another and the imaging task.

IV.E. Factors of image noise and dose

Among the factors governing image noise (aside from the

spatial resolution factors above) are kVp, dose, and additive

electronic noise (radd). In the results below, d0 was analyzed

as a function of each, recognizing that the contrast factor

(CTask) in the task function tends to heavily weight the results

toward lower kVp. An additional figure of merit was, there-

fore, computed—the integral of the NEQ [Eq. (5)] over the

3D Nyquist region—equivalent to a delta-function detection

task but without contrast dependence and conveying the

trends associated solely with quantum noise, electronic noise,

and anatomical clutter (but not the contrast of the stimulus).

FIG. 5. Detectability computed as a function of factors intrinsic to spatial resolution in CBCT for three imaging tasks. (a–c) d0(M, hwin) demonstrates a consist-

ent optimum at M� 1.3, a slight preference for smoother filters for the low-frequency task, and steeper dependence toward sharper filters for high-frequency

tasks. (d–f) d0(apix, hwin) reflects the task-dependent effects of pixel size as in Fig. 3 and a similar dependence on reconstruction filter. (g–i) d0(apix, aspot) shows

monotonic improvement for smaller aspot, with arguably diminishing returns below aspot� 0.4 mm.
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Figure 6 shows d0 computed as a function of kVp, dose,

and radd. While we do not expect an optimum in d0(dose,

radd), levels of diminishing return become evident—e.g., the

dose beyond which d0 becomes entirely clutter-limited and

does not increase appreciably with dose. Nominal operating

points are, therefore, highlighted in each: dose �5 mGy and

radd� 2000 e, as identified in previous analysis.1,2 The

trends suggest kVp in the range of 60–80 kVp for all three

tasks, recognizing that d0 is strongly influenced by the CTask

term (which improves monotonically with lower kVp). The

isopower contour lines in Figs. 6(a)–6(d) illustrate the need

for careful selection of operating kVp: for a given dose, d0

analysis suggests lower kVp but at the cost of higher kW.

The dependence of the underlying noise on kVp (independ-

ent of the stimulus contrast) is illustrated in the integral of

NEQ in Figs. 6(d) and 6(h), which suggests a fairly weak

(slowly varying) optimum around �90 kVp (at 5 mGy). The

NEQ analysis highlights the important trade-off between

quantum noise (SQ) and anatomical clutter (SB) with kVp:

quantum noise alone tends to favor low kVp (higher quan-

tum detection efficiency, g1), while higher kVp reduces j
and thus the clutter power spectrum. The same observation

was made by Richard et al.36 in the context of chest radiog-

raphy, providing an analytical basis for weighing the trade-

offs between quantum noise and clutter “contrast.”

The dependence on kVp and additive noise (radd) is illus-

trated in Figs. 6(e)–6(h). Tasks 1 and 3 indicate an optimum

�70–80 kVp at the nominal electronic noise level �2000 e,

while task 2 (bone-fat contrast) suggests �60 kVp, owing to

steep dependence of the CTask term on kVp. The integral of

the 3D NEQ shows an optimum in the region of �90 kVp.

IV.F. Multivariate optimization

Finally, the parameters governing spatial resolution and

noise were considered together in Fig. 7. Calculations of

d0(M, kVp) in the first row reflect the familiar optimum in the

region M� 1.3. For the high-frequency task at M¼ 1.3, an

optimal kVp is evident at �70 kVp, while the integral of the

3D NEQ shows optima at M� 1.2–1.3 and �90 kVp. Calcu-

lations of d0(apix, kVp) in the second row confirm the basic

dependence on apix irrespective of kVp (i.e., apix ! 0.4 mm

for the low-frequency task, compared to apix� 0.1–0.2 for

the middle and high-frequency tasks). Calculations of d0(apix,

aadd) in the third row demonstrate an interesting trade-off

between pixel size and additive noise: for fixed electronic

noise, reduction in pixel size increases quantum noise (i.e.,

electronics noise contribution grows by 1=a2
pix, Appendix C);

hence, below a certain pixel size (apix� 0.1 mm), the increase

in quantum NPS outweighs the benefits of improved spatial

resolution, and an “optimal” pixel size is suggested. The low-

frequency task 1 is relatively insensitive to radd and demon-

strates diminishing returns [Fig. 7(i)] below radd� 2000 e at

pixel size apix� 0.4 mm—i.e., low-frequency detection tasks

are dominated by clutter and not electronic noise. Finally, we

see that the results provide a guide to another important sys-

tem design question with respect to apix and radd —namely,

whether a reduction in pixel size alone will improve detect-

ability, or whether a concomitant reduction in electronic noise

is required. For example, considering the middle-frequency

task 2 at radd¼ 2000 e, one might wonder if a reduction in

pixel size below 0.15 mm would improve performance; the

answer [Fig. 7(j)] is that an improvement would only be

gained if the electronic noise were also reduced.

V. DISCUSSION AND CONCLUSIONS

The cascaded systems model of 3D quantum noise in

CBCT was extended to include system parameters (magnifica-

tion, focal spot blur, and x-ray scatter) and background anatom-

ical clutter. Of these three general groups of factors affecting

NEQ (i.e., quantum, system, and generalized factors as in Fig.

1), previous work has tended to treat one or two—e.g., analysis

of CBCT quantum noise by Tward and Siewerdsen ,5 inclusion

of scatter by Siewerdsen and Jaffray,16 Jain et al.,17 and

FIG. 6. Detectability as a function of factors contributing to image noise and dose for the three imaging tasks. The right column plots the integral over the 3D

NEQ. The superimposed lines identify the generator power required for a given kVp and dose. While there is clearly no “optimum” in dose or radd, reasonable

operating points of D¼ 5 mGy and radd¼ 2000 e are identified, and regions of diminishing return are evident.
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Kyprianou et al.,18 and incorporation of anatomical clutter as

in Gang et al.30 The model presented above combines all three

to examine trade-offs and interdependencies among factors of

system design, image acquisition, and 3D reconstruction and

applies the framework specifically to a CBCT system under de-

velopment for MSK extremity imaging.

A fairly broad multivariate parameter space was investi-

gated systematically in terms of factors affecting: (1) spatial

resolution (magnification, focal spot blur, reconstruction filter,

pixel size, and voxel size); (2) image noise (kVp, dose, x-ray

scatter, and electronics noise); and (3) each of these factors

in combination. Among the specific findings for the MSK

extremity scanner are: (1) A fairly robust optimal geometry

was identified at M¼ 1.3, weighing trade-offs among spatial

resolution (i.e., pixel size and focal spot size) and x-ray scatter.

(2) Intuitive trends were quantified regarding acquisition=
reconstruction techniques for low- and middle=high-frequency

tasks—namely, 1� 1 pixel readout (no binning; apix� 0.15

mm) followed by 1� 1 or 2� 2 binning in reconstruction

depending on the imaging task (i.e., 2� 2 pixel binning and a

smooth filter for low-frequency, soft-tissue tasks, and a sharp

filter with no binning for high-frequency, bone detail tasks).

(3) Detectability index favored lower kVp, driven primarily by

the contrast term in the task function, whereas a contrast-

independent figure of merit (integral over the NEQ) suggested

�90 kVp as optimal and may better reflect the true perform-

ance limits associated with quantum noise for an intrinsically

digital image (where display contrast may always be maxi-

mized via window=level). The 90 kVp setting is also better

suited in terms of generator power requirement (<1 kW). (4)

The generator power and focal spot size associated with these

results are within practical considerations—e.g., a fixed-anode

x-ray source identified in preliminary work (SourceRay XRS-

125-7K-P, 0.875 kW, 0.5 mm spot). (5) The analysis guides

selection of a nominal dose (�5 mGy) above which perform-

ance is primarily limited by anatomical clutter and below

which is limited by quantum noise—suggesting an operating

point that is clinically reasonable (perhaps advantageous) in

comparison to conventional CT,60 although direct comparison

between absolute central dose (as in this paper) and CTDI (as

in Biswas et al.60) can be problematic.

Having addressed such a broad parameter space from

purely theoretical, quantitative terms, it is worthwhile to

briefly consider the results in a complementary, qualitative

sense. While a rigorous perception study is beyond the scope

of the current work, an image can speak volumes, and it is use-

ful to see the extent to which the calculations agree with the

visual appearance of CBCT images. Figure 8 presents CBCT

images of a cadaveric knee (a and b) and hand (c–f) acquired

on the imaging bench under the nominal conditions summar-

ized in Sec. III A. Figures 8(a) and 8(b) show a central axial

slice acquired at 60 and 105 kVp. Consistent with the d0 calcu-

lations (Figs. 6–7), low-frequency soft-tissue visibility (e.g.,

muscle-fat differentiation) is improved for the 60 kVp scan

by virtue of improved soft-tissue contrast, and the zoomed

insets similarly illustrate the improvement for a high-contrast

detail (calcification). Consistent with the disparity between

d0(which is maximized at 60 kVp) and integral of the NEQ

(which is maximized at 90 kVp), the images also reflect a

slight increase in quantum noise for the lower kVp, and it will

FIG. 7. Detectability index and integral of the 3D NEQ computed for parameters governing both spatial resolution and noise. (a–d) Dependence on magnifica-

tion and kVp. (e–h) Dependence on pixel size and kVp. (i–l) Dependence on pixel size and electronic noise (radd).
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fall to future work to assess via controlled reader studies,

which image carries superior diagnostic performance.

Figures 8(c) and 8(d) qualitatively illustrate the effect of

pixel aperture (binning) on visualization of soft-tissue and

bone detail. The 1� 1 binning image [Fig. 8(c) with zoom

inset] shows a fine level of detail in trabecular structure but

suffers by comparison to the 2� 2 binning image [Fig. 8(d)] in

terms of soft-tissue visibility. Conversely, the latter suffers a

significant loss of detail. While intuitive, these observations

are consistent with the quantitative results in Figs. 5 and 7 that

suggested these task-specific acquisition=reconstruction tech-

niques. Finally, Figs. 8(e) and 8(f) show the effect of the

reconstruction filter on soft-tissue and detail, where the Hann

filter is seen to improve soft-tissue visibility, while the Ram-

Lak filter is suited for bony details. The basic result is consist-

ent with that of Fig. 5 not only in the obvious conclusion (i.e.,

smoother filters for soft-tissue visualization) but also in the

more subtle observation that the effect of the reconstruction fil-

ter on task performance is not nearly as strong as the effect of

pixel binning [Figs. 8(c) and 8(d)]. As points of discussion,

these images lend qualitative interpretation to the strength (i.e.,

the “steepness”) of the trends and optima identified in Figs.

3–7 and qualitative support beyond the purely quantitative

results. They also give some confidence that the calculations

will bear correspondence with real observer performance.

A variety of limitations in the method and results are

acknowledged. Fundamental to cascaded systems analysis,

NPS, and NEQ are the assumptions of stationarity and

shift invariance, which are known not to hold strictly for 3D

filtered backprojection. As in previous work, the analysis

should be interpreted as a “local” description of noise char-

acteristics within a region (e.g., a region about the center

of reconstruction) for which image statistics are locally

invariant. Nonidealities in detector response—e.g., image

lag—were ignored, although such effects can be expected to

affect the noise in CBCT. While motion blur (i.e., motion

during x-ray exposure) was neglected, the proposed scanner

employs pulsed exposures, which largely eliminates motion

blur over the duration of each pulse (<30 ms).2 As a simpli-

fying assumption, we held the detector pixel fill factor fixed

at 0.68 (corresponding to the fill factor on the FPD employed

on the prototype) irrespective of the actual pixel size, which

may not be a fair comparison considering the fact that

smaller pixels tend to have smaller fill factors. Although the

model accommodates MTF degradation due to scatter, the

results involved the simplifying assumption that scatter only

manifests as contrast degradation (1=1þ SPR) and a loss of

primary quanta (an effective increase in noise). Finally, the

results do not constitute a full multivariate analysis or true

optimization within the rich multidimensional parameter

space, presenting instead two-dimensional slices through the

multivariate space of kVp, M, apix, hwin, etc., holding other

parameters fixed at nominal values identified based on

repeated calculations (not shown) and reasonable operating

points. A multivariate optimization was not performed for

the following reasons: (1) The vast number of possible per-

mutations over the CBCT parameter space creates a compu-

tationally intense problem, the results of which can be

FIG. 8. CBCT images of (a and b) a knee and (c–f) a hand qualitatively illustrating some of the trends in d0 theorized in Figs. 3–7. To facilitate comparison,

each image pair is displayed at equivalent grey-scale window width, with level equal to the average voxel value for muscle. Each image also contains a magni-

fied inset at separate window=level to illustrate a given feature of interest. (a and b) Effect of kVp on image quality, illustrating improved soft-tissue contrast

at 60 kVp but fairly complex trade-offs in the underlying quantum noise. (c and d) Effect of pixel aperture on image quality (1� 1 binning¼ 0.194 mm pixels,

while 2� 2 binning¼ 0.388 mm). The former favors bone detail and the latter soft-tissue discrimination. (e and f) Effect of reconstruction filter on image qual-

ity. Soft-tissue detection favors the smooth filter and bone detail the sharp filter, but the effect appears to be weaker than pixel binning—consistent with the d0

calculations in Fig. 5.
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difficult to interpret; (2) a global optimization is sure to yield

different results depending on the imaging task, some of

which may be intractable (e.g., separate optima in system

magnification for separate tasks); and (3) with regard to pa-

rameters that impart a monotonic trend on d0 (e.g., focal spot

size, dose, and additive electronics noise), an optimization is

unnecessary—e.g., concluding simply that optimal aspot¼ 0

mm and optimal radd¼ 0 e. The observer models invoked in

the detectability index of Eqs. (6)–(10) are perhaps the sim-

plest form of prewhitening, nonprewhitening, match-filter

type of ideal observers one can envision in linking funda-

mental Fourier metrics (NEQ) to imaging task. Further, 2D

slice detectability models assume the slice to be infinitesi-

mally thin, which is an approximation of real tomography.

For thick slices, the slice detectability can be modified to

include a transfer function (sinc) corresponding to the thick-

ness of the slice, as in the “slice extraction” analysis of

Siewerdsen et al.61 Still, such metrics have shown reasona-

ble correspondence with real observer performance,10 and

the brief, qualitative assessment of cadaver images acquired

under similar conditions lend confidence that the trends sug-

gested by the d0 calculations are meaningful. This qualitative

confirmation of trends in spatial resolution and contrast-

to-noise ratio in cadaveric specimens falls short of a rigorous

validation of the system optimization; however, a true opti-

mization by physical experimentation is not only beyond the

scope of the current manuscript (which aimed to provide a

guide to system design) but also may be beyond the scope of

practical measurement. Furthermore, analysis and optimiza-

tion with respect to binary hypothesis-testing tasks does not

pretend to convey the complexity of tasks performed by radi-

ologists in reading diagnostic images, and the NPS, NEQ,

and task-based detectability index should be considered

as abstractions intended primarily as a guide to system design

but not an absolute descriptor of diagnostic quality. Finally,

the results considered three individual tasks with the potential

for distinct optima. In cases where such optima concerned

image processing or reconstruction parameters (e.g., the bin-

ning factor and choice of reconstruction filter), the results

simply suggest parallel processing techniques. However, in

cases, where such optima suggest distinct system design or

image acquisition parameters (e.g., kVp or magnification),

then a multitask optimization should be considered.
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APPENDIX A: MTF

The modulation transfer function (MTF) associated with

different stages in the 3D cascaded systems model is summar-

ized below. The MTF calculations account for detector cross-

talk - e.g., spread of optical photons in the scintillator, integra-

tion over the pixel aperture, and any (believed to be small)

charge sharing between photodiode elements. The MTF terms

are defined in the 2D frequency domain (fu, fv) of the detector

and related to the plane of the object (at isocenter) and the

corresponding 3D frequency domain (fx, fy, fz) by demagnifi-

cation: fu¼ f=M and fv¼ fz=M, where M is the magnification

and f is the radial frequency, f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2
x þ f 2

y

q
.

1. Focal spot MTF

The x-ray focal spot may be modeled as a uniform source

distribution (e.g., rectangular aperture with characteristic

width aspot) as in Johns and Cunnigham.62 The correspond-

ing focal spot MTF in the detector plane depends on geomet-

ric magnification

Tspotðfu; fvÞ ¼ sinc ðM � 1Þaspotfu

� �
sinc ðM � 1Þaspotfv

� �
:

(A1)

The focal spot MTF degrades as the detector moves farther

from isocenter (i.e., M increases) and as focal spot size

(aspot) increases.

2. Scintillator MTF

T3 describes the stochastic spread of optical photons in

the CsI:Tl scintillator and was approximated by a Lorentzian

fit to empirical data3

T3ðfu; fvÞ ¼ a:e�
ffiffiffiffiffiffiffiffiffi
f 2
uþf 2

v

p� �
=b þ ð1� aÞ 1

1þ ðf 2
u þ f 2

v Þ=c2
:

(A2)

In this work, the parameters were held fixed at a¼ 0.27,

b¼ 0.91, and c¼ 1.66, corresponding to values measured for

a 250 mg=cm2 CsI:Tl converter as on the proposed extrem-

ities CBCT scanner. The dependence of H on kVp, and

effects of oblique incidence were assumed negligible in the

current work.

3. Photodiode aperture MTF

T5 is the MTF associated with integration of quanta by

the photodiode aperture

T5ðfu; fvÞ ¼ jsinc ðfuapdÞ sincðfvapdÞj: (A3)

We assume a square photodiode, apd, with the fraction of the

total pixel size (apix) that is sensitive to light given by

apd ¼ apix

ffiffiffiffiffiffi
fpd

p
, where fpd is the pixel fill factor.

4. Apodization window

T11 represents the apodization (smoothing) window

applied to the (ramp-filtered) projection data prior to back-

projection—e.g., a cosine filter
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T11ðfu; fvÞ¼ hwinþð1�hwinÞ cos2pfuapix 0:5� hwin� 1:0;

(A4)

where hwin is an adjustable smoothing parameter varying

from 0.5 (Hann filter) to 1.0 (all-pass apodization giving a

pure ramp (Ram-Lak) filter).

5. Bilinear interpolation

T12 describes bilinear interpolation (up-sampling) per-

formed on the filtered projection to approximate a continu-

ous image prior to the backprojection step

T12ðfu; fvÞ ¼ sinc2ðfuapixÞ sinc2ðfvapixÞ: (A5)

Other interpolation schemes, such as nearest-neighbor inter-

polation, may be used to up-sample the projection images,

with MTF and potential aliasing effects described by Tward

and Siewerdsen.5

APPENDIX B: X-RAY SCATTER

X-ray scatter is a significant source contrast degradation

and artifacts in CBCT.16 Muntz et al.63 developed a scatter

point-source model to describe the dependence of scatter-to-

primary ratio (SPR) on system geometry. The model

assumes scatter to originate from a virtual point source

located at distance yscat from the object plane (isocenter),

typically in the direction of the primary x-ray source. Neit-

zel64 employed the model and derived the selectivity of an

air gap, R, leading to the following SPR formulation16 in the

context of CBCT geometry:

SPR ¼ qs
0

qp
0

¼ F0

1� F0
� 1

R

¼ F0

1� F0
� 1

1� dgap=SDD
� �2� 1þ dgap=yscat

� �2
; (B1)

where F0 is the scatter fraction at the exit of the object and is

dependent on object size and field of view. In the results

reported here, F0 was held fixed at a value of 0.6, corre-

sponding with low to moderate scatter conditions, as is the

case for extremities.16 Object plane to detector gap is given

by dgap¼ SDD� SAD and yscat is the effective scatter source

location, taken to be fixed at 20 cm.65 The SPR is seen to

depend strongly on magnification. We assumed SPR to be in-

dependent of kVp, a simplifying assumption supported by

Monte Carlo simulations in CBCT that show SPR to be a

weak function of kVp in the diagnostic energy range.66

APPENDIX C: QUANTUM AND ELECTRONICS NOISE

1. Quantum noise

The propagation of the NPS in FPDs was modeled as a

serial and parallel cascade of stages,3,37 and the resulting 2D

projection NPS (without additive electronic noise) is given by

Stot
7 ðfu; fvÞ ¼ qtot

0 a4
pd �g1 �g2ð1þ �g4PKT2

3ÞT2
5 � �III6; (C1)

where notation is consistent with previous work.5 qtot
0 is the

total incident fluence at the detector, �g1 and �g2 are the mean

gains associated with interaction of x rays in the scintillator

and conversion to secondary quanta, respectively, T3

describes the spread of optical quanta, and PK is a composite

term associated with the parallel cascade arising from

K-fluorescence as described by Yao and Cunningham;34

�g4 describes the coupling of optical photons to the photodiode

aperture (apd), T5 is the pixel aperture MTF, and III6 repre-

sents the sampling of the image at discrete pixel locations.

The 2D NPS formulation has been extended to the 3D

reconstruction cascade,5,6 including postacquisition binning

(T8) and sampling (III8), the log normalization step, ramp

ð�f=MÞ and apodization filter (T11), interpolation (T12), fil-

tered backprojection (1=f), 3D sampling (III14) stages and

optional postreconstruction binning (T15) and sampling

(III15). The resulting quantum noise-only 3D NPS is

Stot
Q ðfx; fv; fzÞ

¼
ðSp

7þSs
7ÞT2

8

� �
��III8

a2
pd qp

0gp
1gp

2gp
4þqs

0gs
1gs

2gs
4

h i� �2

2
64

�
�f

M

� �2

T2
11T2

12

1

M2

pM2

m

1

f
��� III14

#
T2

15 ��� III15; (C2)

where the superscript on Spþs
Q denotes quantum NPS due to

primary ðqp
0Þ and scattered ðqs

0Þ components of total incident

fluence ðqtot
0 Þ. The total, primary, and scatter fluence are

related as: ðqtot
0 Þ ¼ ðq

p
0Þ þ ðqs

0Þ and SPR ¼ qs
0=qp

0. The above

NPS formulation requires separate computation of projection

NPS and gain terms for primary (Sp
7; g

p
1; g

p
2, etc.) and scat-

tered (Ss
7; g

s
1; g

s
2, etc.) quanta. The scatter dependence of

quantum NPS has been shown to be small. Also, the maxi-

mum energy shift associated with incoherent scatter is small.

(For example, for a monoenergetic x-ray E¼ 60 keV scat-

tered at h¼ 45�, the scattered x-ray has energy

E0 ¼ E� ½E2=ðmec2Þ	ð1� cos hÞ ¼ 57:9 keV). We, there-

fore, make a simplifying assumption that the energy shift

between primary and scattered spectra is negligible. In that

case, the scatter NPS ðSs
7Þ takes the same form as Sp

7 (except

for the fluence term) and the 3D NPS reduces to

Stot
Q ðfx; fy; fzÞ

¼
qtot

0 a4
pd �g1 �g2ð1þ �g4PKT2

3ÞT2
5 � �III6

� �
T2

8

� �
� �III8

qtot
0 a2

pd �g1 �g2 �g4

� �2

2
64

�
�f

M

� �2

T2
11T2

12

1

M2

pM2

m

1

f
� � � III14

#
T2

15 � � � III15: (C3)

2. Additive electronics noise

Sadd represents the additive electronic noise associated

with dark noise from the a-Si:H pixel elements, uncorrected

voltage fluctuations on the gate and bias lines, amplifier
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noise, and digitization noise in analog-to-digital converters.3

The term is approximated as: Sadd ¼ radd:apix

� �2
, where radd

is the pixel variance measured in “dark-only” images. The

additive NPS after propagating through the 3D reconstruc-

tion cascade is

Spþs
E ðfx; fy; fzÞ

¼ ðSaddT2
8Þ � �III8

a2
pd qp

0gp
1gp

2gp
4þ qs

0gs
1gs

2gs
4

h i� �2

2
64

�
�f

M

� �2

T2
11T2

12

1

M2

pM2

m

1

f
� � � III14

#
T2

15 � � � III15; (C4)

where superscript on Spþs
0 denotes dependence on primary

and scattered components of incident fluence and remaining

terms are as described above. We invoke the same assump-

tion as above: the energy shift between primary and scattered

spectra is small, giving gp
1 ¼ gs

1, etc., and a simplified addi-

tive electronic NPS

Stot
E ðfx; fy; fzÞ

¼ ðSaddT2
8Þ � �III8

qtot
0 a2

pd �g1 �g2 �g4

� �2

�f

M

� �2

T2
11T2

12

1

M2

pM2

m

1

f
� � � III14

2
64

3
75

� T2
15 � � � III15: (C5)

APPENDIX D: ANATOMICAL BACKGROUND NOISE

The anatomical background power spectrum describes the

fluctuations intrinsic to the object (clutter) and is frequently

characterized by a power-law relationship used to describe a

wide variety of random and semirandom processes21,22

SBðf3DÞ ¼ j=f b
3D; (D1)

where j describes the magnitude of fluctuation, b is the

degree of correlation of the variations, and f3D is the 3D ra-

dial frequency, f3D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2
x þ f 2

y þ f 2
z

q
. For calculations per-

taining to the musculoskeletal scanner described above, the

numerator j was computed for a muscle vs water contrast

background scaled from the experimentally determined

value (jacrylic) measured in an acrylic sphere “clutter

phantom” as follows:30

jðkVp; SPRÞ

¼ jacrylic

1

1þ SPR
leff

MuscleðkVpÞ � leff
WaterðkVpÞ

� �
leff

Acrylic

0
B@

1
CA

2

;

(D2)

where jacrylic¼ 3.72 �10�7 l2 mm3. The exponent b¼ 3

was calculated based on fractal properties of self-similar

objects (such as equal volumes of different sized spheres in

the generic phantom above) and is similar to widely reported

values.25–27,43 The numerator j carries a dependence on kVp

because of the effective attenuation coefficients of object

and background, and decreases with scatter as (1=1þ SPR)2.

j and hence, anatomical clutter, decrease as a function of

increasing kVp (reduced relative contrast). For instance,

reduction in overlying anatomical clutter is a principal moti-

vation for the use of higher kVp techniques in projection

chest radiography.36
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