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Undergraduates were exposed to a series of reinforcement schedules: first, to a fixed-ratio (FR)
schedule in the presence of one stimulus and to a differential-reinforcement-of-low-rate (DRL) schedule
in the presence of another (multiple FR DRL training), then to a fixed-interval (FI) schedule in the
presence of a third stimulus (FI baseline), next to the FI schedule under the stimuli previously
correlated with the FR and DRL schedules (multiple FI FI testing), and, finally, to a single session of the
multiple FR DRL schedule again (multiple FR DRL testing). Response rates during the multiple FI FI
schedule were higher under the former FR stimulus than under the former DRL stimulus. This effect of
remote histories was prolonged when either the number of FI-baseline sessions was small or zero, or the
time interval between the multiple FR DRL training and the multiple FI FI testing was short. Response
rates under these two stimuli converged with continued exposure to the multiple FI FI schedule in most
cases, but quickly differentiated when the schedule returned to the multiple FR DRL.
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_______________________________________________________________________________

An organism’s current responses are affected
by schedules immediately preceding the current
ones (e.g., Lattal & Neef, 1996; St. Peter Pipkin
& Vollmer, 2009; Wanchisen, 1990). For exam-
ple, Weiner (1964) found that humans with
histories of responding under fixed-ratio (FR)
schedules responded at high rates under subse-
quent fixed-interval (FI) schedules, whereas
those with histories of responding under differ-
ential-reinforcement-of-low-rate (DRL) sched-
ules responded at low rates under the same
subsequent FI schedules.

Responding also may be affected by schedules
that were in effect in the remote past. Weiner
(1969) exposed humans to DRL, FR, and FI
schedules in that order. Response rates under the
FI schedule were low and not similar to those
obtained under the FR schedule that had been in
effect immediately before the current FI schedule.
Rather, the rates more closely resembled those
occurring under a DRL schedule that was in effect
long before the FI (see also Barrett, 1977).

Contrasted with the effects of immediate
histories, which have been found ubiquitously
(e.g., Nader & Thompson, 1987; Urbain, Poling,
Millam, & Thompson, 1978; Wanchisen,
Tatham, & Mooney, 1989), relatively little is
known about the effects of more temporally
remote experiences. The present experiments
examined these remote history effects, focusing
on the role of events that occur between history-
building and subsequent history-testing condi-
tions on contemporary behavior.

History effects have been assessed both
between and within individuals. In experiments
employing a between-individual design, differ-
ent groups of individuals are provided different
histories, and the effects of such histories on
current performance are compared across the
individuals (Weiner, 1964). Using this design,
remote history effects have been demonstrated
under a few conditions (Okouchi, 2007, 2010;
Weiner, 1969, 1982; but see also Cole, 2001;
LeFrancois & Metzger, 1993). In experiments
employing a within-individual design, individu-
als are exposed to different histories, in the form
of schedules, in the presence of different stimuli.
Subsequently, testing schedules are implement-
ed in the presence of those same stimuli. Thus,
history effects are examined by comparing
performances under the current testing sched-
ules across the stimuli. Using a within-individual
design to assess history effects permits both an
assessment of the effects without relying on
between-individual comparisons of response
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rates, which vary across individuals (Freeman &
Lattal, 1992), and the possibility of isolating
small but consistent differences in responding as
a function of different histories (Okouchi &
Lattal, 2006).

Using a within-individual design, Ono and
Iwabuchi (1997) demonstrated remote history
effects with pigeons. Ono and Iwabuchi first
exposed pigeons to differential-reinforcement-of-
high-rate (DRH) and DRL schedules that were
correlated with green and red keys, respectively.
Then a variable-interval (VI) schedule was in
effect in the presence of a white key for 15
sessions. Finally, the VI schedule continued to
operate but the key color changed quasirandomly
between green, red, and white. Response rates
were higher on the green key, which had been
correlated with the DRH schedule, than on the
red key, which had been correlated with the DRL,
indicating that the current behavior was affected
by stimuli previously correlated with schedules in
effect in the remote past.

Remote behavioral history effects have been
studied with humans under only limited condi-
tions. Both Okouchi (2007, 2010) and Weiner
(1969, 1982) found differential responding on a
common schedule after different groups of
human participants first were exposed to differ-
ent schedules and then an intervening condition.
Within-individual analyses of remote history
effects in humans appear to be limited to
demonstrations of resurgence (e.g., Bruzek,
Thompson, & Peters, 2009; Lieving, Hagopian,
Long, & O’Conner, 2004), which report such
effects during extinction and in the absence of
differential schedule experience in the history-
building condition. The present Experiment 1
was designed to examine whether differential
remote history effects like those obtained by Ono
and Iwabuchi (1997) can be replicated with
humans under FI schedules when the remote
history consists of a differential history of
exposure to schedules controlling high and low
response rates. Subsequent manipulations in
Experiment 2 isolated further the role of events
in the intervening conditions as controlling
variables of remote behavioral history effects.

EXPERIMENT 1
METHOD

Participants

Three male and 11 female undergraduates
recruited from an educational psychology class at

Osaka Kyoiku University participated. They were
19 to 24 years old, and none had experience with
operant conditioning experiments.

Apparatus

The experimental room was 1.70 m wide,
2.20 m long, and 2.17 m high. A Nihon Electric
Company PC-9821AP microcomputer, located
in an adjacent room, was used to control the
experiment. The participant sat at a desk facing
a color display monitor (250 mm wide by
180 mm high) equipped with a Micro Touch
Systems touch screen. A response was defined
as a touch to a colored circle (55 mm diameter)
presented in the center of the black screen. All
inter-event times were recorded in real time
with a 50-ms resolution. A second, white, circle
(30 mm in diameter) was presented at the
bottom left of the monitor screen, and each
touch to that circle (defined as a consummatory
response) produced 100 points. Each touch to
the circles was accompanied by a brief sound
through a speaker located beneath the desk. A
point counter was located at the top right of the
screen.

Procedure

Participants signed an informed consent
agreement that specified the frequency and
duration of their participation and the average
earnings for such participation. They agreed
to remain in the experiment for a maximum
of eight 90-min periods. At the beginning and
end of the experiment, each participant was
asked not to speak to anyone other than the
experimenter about the study in an attempt to
prevent discussion about the contingencies
among participants (cf. Horne & Lowe, 1993).
At the end of the experiment, each participant
was asked whether he or she had any informa-
tion to offer about the study. None reported
that they did.

A 90-min experimental period was conducted
once per day, two times per week. During this
period, a maximum of eight variable-duration
sessions occurred (range 5 6–28 min). Sessions
were separated by 2- to 3-min breaks. After every
experimental period, participants were paid for
their performance (1 yen per 100 points, ap-
proximately .009 U.S. dollars). On completion
of the entire experiment, participants were paid
for their participation (200 yen per 90 min) and
were debriefed. The overall earnings for each
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participant who completed the entire experi-
ment ranged from 2,980 to 4,430 yen (approx-
imately 26.82 to 39.87 U.S. dollars).

On the first day of the experiment, each
participant was asked to leave wristwatches,
cellular phones, and books outside the exper-
imental room. Once in the room, the partic-
ipant was asked to read silently the following
instructions (translated here from Japanese
into English):

Your task is to earn points. A hundred points
are worth one yen. Payment for the points will
be made at the end of each visit. In addition,
you will be paid 200 yen for every day you
spend in the experiment. Payment for partic-
ipation will be made at the end of the last visit.
A circle will be shown in the center of the
screen of the display monitor. If you touch the
circle, the circle may disappear, then a small
circle will appear in the bottom left of the
monitor screen. By touching the small circle,
you can earn points. Accumulated points will
be shown in the top right of the screen.
The words ‘‘READY’’ and ‘‘GO’’ will appear in
sequence on the screen. When the word ‘‘GO’’
disappears, the task will start. The task will
continue until the words ‘‘GAME OVER’’
appear on the screen.
During the task, the word ‘‘WAIT’’ may appear
on the screen. When this word appears, please
wait until the center circle reappears.

The printed instructions remained on the
desk throughout the experiment. Questions
regarding the experimental procedure were
answered by telling the participant to reread
the appropriate sections of the instructions.
Then the words ‘‘READY’’ and ‘‘GO’’ were
presented in sequence at the top left of the
screen. After the word ‘‘GO’’ disappeared, a
circle, which served as the operandum, was
presented in the center of the screen.

When the schedule requirement was met,
the center circle was darkened and the circle
for the ‘‘consummatory response’’ was pre-
sented at the bottom left of the screen. A
touch during a 3-s consummatory response
period darkened the circle and accumulated
100 points on the top right counter, followed
by a timeout. The timeout was used to bring
the total time for the latency for the comsum-
matory response plus the timeout to 3 s. If the
participant did not touch the circle during this
period, neither point accumulation nor time-
out followed. Participants failed to touch the
circle during this period a total of 18 times

during the experiment, out of 27,380 oppor-
tunities for the consummatory response. After
the session terminated, the words ‘‘GAME
OVER’’ appeared at the top left of the screen.

Participants were assigned to one of three
conditions: remote history, immediate history,
and no history. Remote-history participants
were exposed to the following sequence of
phases: a multiple FR DRL training phase,
an FI baseline phase, a multiple FI FI testing
phase, and a multiple FR DRL testing phase, in
that order. The other participants also were
exposed to these phases in the same order, the
only difference being that the FI baseline
phase and the multiple FR DRL training phase
were omitted for the immediate-history partic-
ipants and the no-history participants, respec-
tively. The phase was changed within a 90-min
experimental period (Sidman, 1960, p.310).
The details of each phase were as follows.

Multiple FR DRL training phase. A multiple FR
DRL schedule was in effect. The center circle
on the monitor screen was green in the FR
schedule component and red in the DRL
schedule component for Participants 451, 452,
453, 455, 457, and 458. For Participants 454,
456, 459, and 461, the colors were reversed:
the FR schedule was assigned to red and the
DRL schedule to green.

During the first four sessions of this phase,
each component was presented once per
session and lasted until 30 reinforcers oc-
curred. The FR and DRL schedule values then
were increased progressively over these ses-
sions. That is, the values for the FR and DRL
schedules in the first, second, third, and
fourth sessions of this phase were 5 responses
and 1 s, 10 responses and 2 s, 15 responses and
3 s, and 25 responses and 5 s, respectively.
When the DRL schedule was in effect,
any interresponse time (or postreinforcement
pause followed by a response) that was longer
than the DRL value produced a reinforcer.
The DRL schedule component always preced-
ed the FR. There was no interval between the
components for Participants 451, 452, and
453, but a 1-min interval, during which the
circle disappeared and the word ‘‘WAIT’’ was
presented at the top left of the screen, was
inserted between the components for the
other participants. This procedural change
was precipitated by weak performances by
Participants 452 and 453. They were dismissed
after exposure to nine and eight sessions of
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the multiple FR DRL schedule, respectively,
with no sign of response-rate differentiation
between the FR and DRL schedules.

The procedure beginning with Session 5 of
this phase is unique in two ways. First, the
values of FR and FI schedules were determined
to equate interreinforcer intervals (IRIs)
across schedule components and phases. This
was done to hold one of the potential
controlling variables of history effects, IRI,
constant (e.g., Freeman & Lattal, 1992; Le-
Francois & Metzger, 1993). Second, compo-
nents of the multiple schedule were se-
quenced quasirandomly, and each included a
limited-hold (LH) contingency. This discrete-
trial-like multiple schedule procedure was
used to strengthen stimulus control by color.
The stimulus that is most reliably correlated
with reinforcement can exert the greatest
control over responding. When components
change at random, have similar IRIs and both
have an LH, there is little to distinguish them
other than the color stimuli. Thus, it was
expected that the circle color would exert
discriminative control over the responding.
Changing stimuli within a session also permits
detecting short-lived effects even if they
disappear during the first test session, as they
did for Okouchi’s (1999) Subject 4. These
features were implemented as explained next.

Beginning with Session 5 of this phase, a
new component was selected randomly after
each reinforcer, with the restriction that each
occurred twice with every block of four
reinforcers. The 1-min intercomponent inter-
val was eliminated. The DRL value was set at
5 s, and the FR at 25. During the next four
sessions, the value of the FR component was
set by multiplying the mean number of
responses per second in the FR component
in the immediately preceding session by the
mean IRI in the DRL component of the same
session (cf. Freeman & Lattal, 1992). For the
remainder of the sessions in the multiple FR
DRL training phase, the FR values were fixed
at the values given in Appendix A.

An LH was imposed on each schedule from
Session 6 in the multiple FR DRL training
phase. Unlike the traditional use of an LH (e.g.,
Catania, 1998, p.396), the present experiment
timed the LH from the start of each trial
(Okouchi, 2002). If the schedule requirement
was not met within a given LH, a 3-s timeout,
during which the circle disappeared from the

screen and reinforcement was not available.
The LH value in Session 6 was 4 s plus the mean
IRI of the FR and DRL components during the
immediately preceding session. This value was
decreased gradually across three sessions (but
across 5 and 11 sessions for Participants 451 and
457, respectively) to 1 s (but 2 s for Participant
457) plus the mean IRI. The final LH values for
participants in the immediate-history and re-
mote-history conditions are shown in Appendix
A. Components could end without a reinforcer
accruing during the trial when responding did
not meet the schedule requirements in effect
during that component. Each session lasted
until 60 reinforcers occurred.

The multiple FR DRL training phase lasted
for a minimum of 12 sessions and until there
were no more than three non-reinforced trials
in either component per session over two
consecutive sessions. This criterion is hereafter
described as the mastery criterion.

FI baseline phase. Following the multiple FR
DRL training phase, an FI schedule, defining
the FI baseline phase, was in effect for 10
sessions for the remote-history participants.
The center circle on the screen was white. For
each participant, the FI value was determined
by averaging the mean IRIs of the two
components of the final four sessions of the
multiple FR DRL training phase (Appendix A).
The LH value for each individual was 1 s plus
the FI value. Each session ended when 60
reinforcers had been obtained. Other details of
the procedure were the same as in the final
sessions of the multiple FR DRL training phase.

The procedure in the FI baseline for the no-
history participants was identical to that for the
remote-history participants, with the following
exceptions. The FI values for Participants 465,
467, 466, and 468 in the no-history condition
were yoked to those for Participants 451, 458,
454, and 461 in the remote-history condition,
respectively. No LH contingency was in effect
in the first session. Across the next four to six
sessions, the LH value was decreased gradually
from 4 s plus the FI value to 1 s plus that value.
With the final LH value in effect, each
participant was exposed to 10 FI-baseline
sessions. As a result of this LH contingency,
Participants 465, 467, 466 and 468 experi-
enced 3, 40, 7, and 43 nonreinforced trials
during these 10 sessions, respectively.

Multiple FI FI testing phase. A multiple FI FI
schedule, defining the multiple FI FI testing
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phase, was in effect for 20 sessions. The
procedure in the FI testing phase was identical
to that in the FI baseline phase with the
following exceptions. The color of the center
circle, red and green, was selected randomly
after every trial (i.e., every FI) with the
restriction that each stimulus occurred twice
within every block of four trials. For each of
the immediate-history participants, the FI
value was determined by averaging the mean
IRIs of the two components of the final four
sessions of the multiple FR DRL training phase
(Appendix A). The LH values were 1 s plus the
FI values for Participants 455, 456, and 459,
whereas it was 2 s plus the FI value for
Participant 457.

Multiple FR DRL testing phase. A single session
was conducted during which a multiple FR
DRL schedule was in effect. The procedure
in the multiple FR DRL testing phase was
identical to that in the final sessions of the
multiple FR DRL training phase with the
following exceptions. The session lasted until
60 trials (but not necessarily 60 reinforcers)
occurred. The FR, DRL, and LH values for the
no-history participants were yoked to those of
their partners in the remote-history condi-
tions.

RESULTS

Appendix A shows the mean IRIs (with
ranges in parentheses) in the FR and DRL
components for the last four sessions in the
multiple FR DRL training phase for the
immediate- and remote-history participants.
For Participants 455, 457, 456, 459, and 458,
the ranges of IRIs for the FR and DRL
components overlapped. For the remainder
of the participants, the ranges did not overlap,
but the differences in the mean IRIs between
the components were within 0.6 s of one
another.

Figure 1 shows the response rates in each
session for each participant in the immediate-
history condition (see also Appendix A).
During all sessions of the multiple FR DRL
training phase, response rates were higher in
the FR component than in the DRL compo-
nent. During at least the first four sessions of
the multiple FI FI schedule, response rates
were higher in the presence of the stimulus
previously correlated with the FR schedule
(the former FR stimulus) than in the presence
of the stimulus previously correlated with the

DRL schedule (the former DRL stimulus).
This difference was found during the first 10,
4, 12, and 12 sessions for Participants 455, 457,
456, and 459, respectively. Thereafter, the
rates under the different stimuli became
nondifferentiated. When the multiple FR
DRL schedule was in effect again in the
multiple FR DRL testing phase, the response-
rate differentiation was reinstated for all but
Participant 457.

Figure 2 shows the response rates in each
session for each participant in the remote-
history condition (see also Appendix A). As in
the immediate-history condition, response
rates were higher in the FR component than
in the DRL component during all sessions of
the multiple FR DRL training phase. The final
response rates in the FI baseline phase were
higher than the prior DRL rates and lower
than the prior FR rates for Participant 461,
whereas they were approximately equal to the
prior DRL rates for Participants 451, 458, and
454. When the stimuli previously correlated
with the FR and DRL schedules were correlat-
ed with the FI schedules, response rates in the
presence of the former FR stimulus were
higher than those in the presence of the
former DRL stimulus during all sessions for
Participant 461. For the remainder of the
participants, the response rates in the pres-
ence of the two stimuli were not systematically
different from one another.

Data from within the first session, however,
reveal a remote history effect. The left graphs
of Figure 3 show response rates in each two-
trial block across the first session of the
multiple FI FI testing phase for the remote-
history participants. Response rates under the
former FR stimulus were higher than those
under the former DRL stimulus during the
first block for Participants 451 and 458 and
during the first three blocks for Participant
454, indicating very short-lived but consistent
differences. Returning to Figure 2, the last
panel of each graph shows that when the
multiple FR DRL schedule was reintroduced in
the multiple FR DRL testing phase, response-
rate differentiation was reestablished for Par-
ticipants 451, 458, and 454, and maintained
for Participant 461.

Figure 4 shows the response rates in each
session for each participant in the no-history
condition (see also Appendix A). Consistent
with previous findings from humans having no
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experimental history (cf. Lowe, 1979), response
rates under the FI schedule were variable across
participants, higher for Participants 465 and
468 and lower for Participants 467 and 466.
During all sessions of the multiple FI FI testing
phase, the rates in the two components for all

participants were indistinguishable. Figure 3
(right graphs) shows that the within-session
data from the first session also were consistent
with these overall-session data (Figure 4).
When the multiple FR DRL schedule was in
effect in the multiple FR DRL testing phase, the

Fig. 1. Response rates in each session for each participant in the immediate-history condition of Experiment 1. FR/
DRL and Test (FR/DRL), respectively, identify the multiple FR DRL training and the multiple FR DRL testing phases in
which a multiple FR DRL schedule was in effect. Test (FI/FI) identifies the multiple FI FI testing phase in which a
multiple FI FI schedule was in effect. Horizontal bars indicate the durations of successive experimental periods.
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response-rate differentiation was established
only for Participant 466.

DISCUSSION

In general, history effects have been assessed
by whether they occurred and, if so, how long
they persisted (Okouchi, 2007). In these
respects, the results of the immediate-history
participants are consistent with those of
previous experiments using a within-individual

design (e.g., Freeman & Lattal, 1992; Okouchi,
1999). First, response rates established with
two different schedules in the presence of
two different stimuli carried over to a third
schedule, demonstrating immediate history
effects within individual participants. Second,
these immediate history effects disappeared
with continued exposure to the current
schedule. This concurrence indicates that the
previous findings were replicated and the

Fig. 2. Response rates in each session for each participant in the remote-history condition of Experiment 1. FI
identifies the FI baseline phase in which an FI schedule was in effect in the presence of a white circle (operandum) on
the monitor screen. Other details are as in Figure 1.
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Fig. 3. Response rates in each two-trial block during the first session of the multiple FI FI testing phase for each
participant in the remote-history condition (left graphs) and in the no-history condition (right graphs) of Experiment 1.
The y-axes are scaled individually for each participant.
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present procedure was sound for examining
history effects.

Response rates under the stimulus previous-
ly correlated with the FR schedule were higher
than those under the stimulus previously
correlated with the DRL schedule during all
20 sessions of the multiple FI FI testing phase
for Participant 461. This was the case even
though the current contingencies of the
multiple FI FI schedule were separated from
the history of the multiple FR DRL schedule by
the FI baseline. For the other remote-history
participants, such a response-rate differentia-
tion predicted by the remote history was
observed during only the first one to three
2-trial blocks of the first session in the multiple
FI FI testing phase (see Figure 3). By contrast,
there was no systematic difference in response
rate between the components of the multiple
FI FI testing across the no-history participants.
Thus, very short-lived, but consistent, effects of
the remote history were obtained for Partici-
pants 451, 458, and 454.

The results of the multiple FR DRL testing
phase also provide evidence of remote history
effects. For 7 of 8 participants, response rates
in the FR component were higher than those
in the DRL component, whereas such a
response-rate differentiation was observed only
for 1 of 4 participants who had no previous
exposure to the same contingencies. The only
procedural difference between the history and
no-history conditions was whether the partic-
ipants first were exposed to the multiple FR
DRL schedule. Thus, differences in discrimi-
nation during the multiple FR DRL testing
phase can be attributed to the histories built
during the multiple FR DRL training phase for
the history-condition participants.

Ono and Iwabuchi (1997) found that a
history of responding on DRH and DRL
schedules affected subsequent responding of
pigeons under a VI schedule even though the
latter was separated from the earlier DRH/
DRL condition by the VI baseline. The present
results replicated this finding with different
schedules (FR and DRL histories and FI
baseline and test) and a different species
(humans). The present results, however, are
limited in that the effects obtained from a
majority of the participants were very transient.
For each of 3 pigeons of Ono and Iwabuchi,
response rates in the presence of a stimulus
previously correlated with the DRH schedule

were higher than those in the presence of a
stimulus previously correlated with the DRL
during all 10 of their testing sessions, whereas
such a response-rate differentiation did not
survive during even a single session for 3 of the
4 participants in the present experiment.

The procedural properties of the immediate-
history condition, which produced relatively
long-lasting immediate-history effects, may pro-
vide insight into the short-lived remote-history
effects. The procedural differences between the
remote- and immediate-history conditions were
(a) whether the FI baseline was inserted
between the training and testing or not, and
(b) whether the time interval between the
training and testing was long or short. Specif-
ically, 10 FI baseline sessions were conducted
before implementing the multiple FI FI testing
phase in the remote-history condition, whereas
no such baseline session occurred in the
immediate-history condition. The multiple FI
FI testing phase started on the day after 3, 9, 8,
and 7 days, respectively, after the multiple FR
DRL training phase was completed for Partic-
ipants 451, 458, 454, and 461 in the remote-
history condition. For the immediate-history
participants, by contrast, the first sessions of the
multiple FI FI testing phase always were
conducted during the experimental period
that included the last sessions of the multiple
FR DRL training phase. The persistence of the
history effects could be affected by either or
both of these two variables.

In Experiment 2 these variables were manip-
ulated to determine whether the remote history
effects obtained in Experiment 1 could be
replicated under three different conditions. In
the first, ‘‘one-session baseline’’ condition, the
number of sessions that the FI baseline was in
effect was reduced from 10 (for the remote-
history condition in Experiment 1) to one. This
occurred within the same 90-min experimental
period as the last sessions of the multiple FR
DRL history training and the first sessions of the
multiple FI FI testing. In the second, ‘‘short
interval’’ condition, there were again 10 ses-
sions of the FI baseline but they all occurred
within a 180-min experimental period that
included final sessions of the multiple FR
DRL and initial sessions of the multiple FI FI.
Thus, the multiple FI FI testing occurred much
sooner after history building than in the
remote-history condition, but with the same
amount of the FI baseline. In the third,
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‘‘break’’ condition, testing in multiple FI FI
occurred some days after the multiple FR DRL
training and without an intervening FI baseline.
The procedures for this condition were similar
to those for the immediate-history condition in
Experiment 1 except that the multiple FI FI
testing was delayed. Thus, the effects were
examined when the number of FI-baseline
sessions was small (1) or large (10), with history

testing commencing within the same experi-
mental period, and when it was zero but with
history testing delayed by several days.

EXPERIMENT 2
METHOD

Participants and Apparatus

Six male and 6 female undergraduates, 19 to
22 years old, were assigned to one of three

Fig. 4. Response rates in each session for each participant in the no-history condition of Experiment 1. Details are as
in Figure 2.

396 MARIKO HIRAI et al.



conditions: one-session baseline, short inter-
val, or break. Details of participant screening,
informed consent, participant payment, and
apparatus were identical to those employed in
Experiment 1, with the exceptions that partic-
ipants in the short-interval condition were
asked and agreed to participate in seven 90-
min and one 180-min experimental periods,
and that participants in the break condition
were informed and agreed that the experi-
mental period usually would be conducted
twice a week, but sometimes would be sched-
uled at intervals of 1 or 2 weeks.

Procedure

Details of the procedure were as described
in the remote-history condition of Experiment
1, with the following exceptions. For the one-
session-baseline participants, the FI baseline
phase consisted of only a single session, and
the initial sessions of the multiple FI FI testing
phase occurred within the same experimental
period in which the multiple FR DRL training
phase was completed. For the short-interval
participants, the last four (Participants 469
and 473), three (Participant 472), or one
(Participant 476) sessions of the multiple FR
DRL training phase, all 10 sessions of the FI
baseline phase, and the first two (Participant
469) or three (Participants 472, 473, and 476)
sessions of the multiple FI FI testing phase
occurred within a single 180-min experimental
period. A 10-min break occurred after 90 min
of the experimental period. For the break
participants, the FI baseline phase was omit-
ted. The multiple FI FI testing was conducted
7 (Participants 470 and 471), 13 (Participant
474), or 14 (Participant 475) days after the
training criterion of the multiple FR DRL had
been met. These time intervals between the
multiple FR DRL training phase and the
multiple FI FI testing phase were comparable
to or longer than those experienced by the
remote-history participants in Experiment 1.

Individual schedule parameters are shown
in Appendix B. Because the performance did
not meet the mastery criterion, as described in
the Method section of Experiment 1, the
multiple FR DRL training phase for Partici-
pant 464 in the one-session-baseline condition
terminated when there were no more than
three nonreinforced trials in either compo-
nent in a single session (rather than two
consecutive sessions), and the LH value for

Participant 469 in the short-interval condition
was increased to and set at 2 s plus the mean
IRI of the FR and DRL components in the
multiple FR DRL training phase.

RESULTS

Appendix B shows the mean IRIs (with
ranges in parentheses) in the FR and DRL
components for the last four sessions of the
multiple FR DRL training phase for each
participant. The ranges of IRIs for the FR
and DRL components overlapped for Partici-
pants 462, 463, 464, 473, 476, 474, and 475,
whereas they did not for the remainder of the
participants. The differences in the mean IRIs
between the components for Participants 460,
469, 472, 470, and 471 were 0.5 s, 1.6 s, 1.7 s,
0.5 s, and 1.4 s, respectively.

Figure 5 shows the response rates in each
session for each participant in the one-session-
baseline condition (see also Appendix B). With
continued exposure to the multiple FR DRL
schedule, response rates increased in the FR
component and decreased in the DRL compo-
nent. The response rate in the FI baseline phase
was approximately equal to the prior FR rates
for Participant 460, whereas they were approx-
imately equal to the prior DRL rates for the
remainder of the participants. When the stimuli
previously correlated with the FR and DRL
schedules were correlated with the FI sched-
ules, response rates under the former FR
stimulus were higher than those under the
former DRL stimulus during all sessions for
Participant 463 and during the first 11, 16, and
1 sessions for Participants 462, 460, and 464,
respectively. When the multiple FR DRL sched-
ule was in effect again in the multiple FR DRL
testing phase, the response-rate differentiation
was reestablished for Participants 462, 460, 464,
and maintained for Participant 463.

Figure 6 shows the response rates in each
session for each participant in the short-
interval condition (see also Appendix B). In
the multiple FR DRL training phase, response
rates were higher in the FR component than in
the DRL component. The final response rates
in the FI baseline phase were approximately
equal to the prior DRL rates for Participants
469, 472 and 476, and approximately equal to
the prior FR rates for Participant 473. Re-
sponse rates under the former FR stimulus
during the multiple FI FI schedule were higher
than those under the former DRL stimulus
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during the first 3, 1, 13, and 1 sessions for
Participants 469, 472, 473, and 476, respective-
ly. When the multiple FR DRL schedule was in
effect again in the multiple FR DRL testing

phase, the response-rate differentiation was
reinstated for all participants.

Figure 7 shows response rates in each
session for each participant in the break

Fig. 5. Response rates in each session for each participant in the 1-FI-baseline condition of Experiment 2. Details are
as in Figure 2.
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condition (see also Appendix B). As in the
other conditions, response rates were higher in
the FR component than in the DRL component
in the multiple FR DRL training phase.
Following introduction of the FI schedule in
both components, response rates under the
former FR stimulus were higher than those
under the former DRL stimulus during all
sessions for Participant 470 and during the first
one, two, and two sessions for Participants 474,

471, and 475, respectively. When the multiple
FR DRL schedule was in effect again in the
multiple FR DRL testing phase, the response-
rate differentiation was maintained for Partic-
ipant 470 and reestablished for Participants 474
and 475 but not for Participant 471.

DISCUSSION

Following the introduction of the multiple
FI FI schedule, response rates under a stimulus

Fig. 6. Response rates in each session for each participant in the short-interval condition of Experiment 2. Details are
as in Figure 2.

HISTORY EFFECTS 399



previously correlated with an FR schedule were
higher than those under a stimulus previously
correlated with a DRL schedule during at least
one session for all 12 participants. This result
strongly replicates the remote history effects
obtained in Experiment 1.

Figure 8 shows the number of consecutive
sessions during the multiple FI FI testing

phase showing the response-rate differentia-
tion predicted by the multiple FR DRL
training for each participant in the two present
experiments. As this summary figure illus-
trates, the numbers of consecutive sessions in
which history effects occurred for the one-
session-baseline participants were comparable
to those for the immediate-history participants

Fig. 7. Response rates in each session for each participant in the break condition of Experiment 2. The y-axes are
scaled individually for each participant. Details are as in Figure 1.

400 MARIKO HIRAI et al.



and generally were greater than those for the
short-interval and break participants, whereas
the numbers for the short-interval participants
were approximately equal to those for the
break participants and generally were greater
than those for the remote-history participants.
The differences in these numbers between the
immediate-history and break conditions and
between the short-interval and remote-history
conditions suggest that the history effects were
reduced by the time interval between when the
history was built and when it was tested.
Moreover, the difference between the break
and remote-history conditions suggests that
the effects were reduced as a function of the
amount of exposure to an FI schedule between
the history building and testing. The results
of the one-session-baseline condition do not
allow an assessment of how the time interval
and amount of time of the intervening
schedule independently contributed to the
history effects. This is because both of these
variables varied simultaneously. Nonetheless,
the numbers of sessions that the history effects
persisted in this condition are not inconsistent
with the general finding obtained from other
conditions that the history effects were influ-
enced by both the amount of exposure to a
schedule and the time interval between when
the history was built and when it was tested.

Despite the effort to equate IRIs, the ranges
of IRIs did not overlap for the FR and DRL

components for 3 and 5 participants in
Experiments 1 and 2, respectively. This result
may raise a question as to whether the
differences in IRIs between the schedule
components of the multiple FR DRL training
phase may have affected the history effects. The
absolute value of the difference in the mean
IRIs between the FR and DRL components for
the last four sessions during the multiple FR
DRL training phase, however, did not correlate
meaningfully with the number of consecutive
sessions showing the history effects during the
multiple FI FI testing phase (r 5 2.168, n 5
20). Thus, it seems implausible, at least in terms
of the present results, that the obtained effects
were confounded by the differences in IRIs
during the multiple FR DRL training phase.

The finding obtained from the break
condition that the history effects survived the
passage of time without exposure to any
programmed contingencies is consistent with
those of Ono and Iwabuchi (1997). In Ono
and Iwabuchi’s experiment, response-rate dif-
ferences consistent with the preceding behav-
ioral histories occurred after a 6-month break
for 2 of 3 pigeons. The break was shorter and
the effects were more consistent across indi-
viduals in the present experiment, but the
general correspondence between these two
studies suggests that the results of Ono and
Iwabuchi were replicated across species (pi-
geons vs. humans).

Fig. 8. Number of consecutive sessions from session 1 of the multiple FI FI testing phase showing the response-rate
differentiation predicted by the multiple FR DRL training for each participant in each condition of the two experiments.
Because of no history of multiple FR DRL training, the numbers for each of the no-history participants indicates the
sessions showing the differentiation predicted by the training for the yoked participant. Symbols show data from
individual participants and solid lines connect group medians.
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GENERAL DISCUSSION

These results demonstrate differential re-
mote history effects in humans using a within-
individual design. As such, they extend the
generality of the finding of Ono and Iwabuchi
(1997) from pigeons to humans. Although the
persistence of historically reinforced respond-
ing varied across conditions and participants,
current responding was affected by the past
contingency. This was so even though the
current contingency was separated temporally
from the historical one for each of the 16
participants.

The results of the multiple FR DRL testing
phase suggest that the effects of a behavioral
history survived even after they disappeared
under the multiple FI FI schedule. For 15 of 17
participants who had a history of the multiple FR
DRL training and whose response rates under
the different stimuli had been nondifferentiated
during the final sessions of the multiple FI FI
testing phase, rates in the FR component were
higher than those in the DRL component in the
test phase. By contrast, such a response-rate
differentiation occurred only for 1 of 4 partici-
pants not having that history. In previous
experiments, history effects have been found to
reemerge even though they were extinguished
under certain schedules using between-individ-
ual comparisons (Okouchi, 2007, 2010; Weiner,
1969, 1982). The present results replicate that
finding with within-individual comparisons.

As was outlined in the introduction, the
general method for the study of immediate
history effects consists of two conditions
(Freeman & Lattal, 1992; Tatham & Wanchi-
sen, 1998). In the first, a particular history of
responding is established (the history-building
condition). In the second, the influence of this
history on current performance is examined
(the history-testing condition). The examina-
tion of remote history effects requires a third,
intervening, condition between these history-
building and -testing conditions (intervening
condition; cf. Lieving & Lattal, 2003). The
present experiments focused on this interven-
ing condition, and found that both the
number of sessions of the intervening sched-
ule and the passage of time from the history
building condition to the testing condition
affected remote history effects.

The present effect relates to another type
of remote behavioral history effect, labeled

response recovery or, by some, relapse. Response
recovery includes resurgence (Epstein, 1985),
reinstatement (Franks & Lattal, 1976), and
induction (Reynolds, 1964). Like the present
test of remote history effects, response recov-
ery involves a three-phase procedure consist-
ing of history- building, intervening, and
history-testing phases. Whereas the present
investigations of remote behavioral history
examined the effects of prior remote behav-
ioral histories on responding on other sched-
ules of positive reinforcement, response recov-
ery involves the testing of prior behavioral
histories during extinction (either elimination
of the reinforcer or elimination of the
response–reinforcer dependency). Bruzek
et al. (2009), for example, first reinforced
caregiving responses of humans that were
directed toward a simulated infant. This re-
sponse then was extinguished while an alterna-
tive response was reinforced. When the alter-
native response also was extinguished, the
original caregiving response reappeared briefly.
Other responses that were recorded but never
reinforced in the initial training condition did
not recur during the resurgence test. As in the
present experiments, a historically reinforced
response reappeared when a more recently
learned response was extinguished. In the
present experiments, however, the remote
history effects were investigated after specific
differential response training in the history-
building condition and these effects were
manifest in the context of responding being
maintained by FI schedule.

The procedure used here also closely resem-
bles the form of reinstatement labeled operant
renewal (e.g., Nakajima, Tanaka, Urushihara, &
Imada, 2000), in which a response is trained in
one context and extinguished in a different
context. After the response is extinguished in
this new context, when the organism is placed in
the original context in the presence of extinc-
tion, the response previously trained there
recurs. The present remote- history procedures,
and results, can be construed as a form of
renewal in that after training the response in one
context, a new context, in the form of a different
discriminative stimulus (the white operandum)
is introduced. Once responding is established
on that operandum, reinstating the previous
context (the red and green operanda) reinstates
the behavior present in the original ‘‘red and
green context.’’
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The finding that the intervening conditions
affected the history effects also is consistent in
other ways with findings of other response
recovery phenomena. Leitenberg, Rawson,
and Mulick (1975; Experiment 4) found that
rats exposed to 27 days of an intervening
condition with a contingency of differential-
reinforcement-of-alternative-behavior showed
weaker recovery of the original response in
the subsequent extinction testing (resur-
gence) than rats exposed to 3 or 9 days of
that intervening condition (but see also Liev-
ing & Lattal, 2003). The present results also,
therefore, may be regarded as a systematic
replication of the finding of Leitenberg et al.,
demonstrating that the passage of time solely,
without exposure to any programmed contin-
gencies, weakened the history effects that
emerged under response-dependent rein-
forcement schedules with humans.

Some of the present procedures and results
also are similar to what has been called sensory
superstition. Morse and Skinner (1957) exposed
pigeons to a VI 3-min schedule while a key
light alternated between orange and blue (i.e.,
multiple VI 3 min VI 3 min), and found
different rates of responding between the two
colors even though an identical VI 3-min
schedule was in effect throughout. Such a
superstitious response-rate differentiation
across stimuli also was found under identical
FI schedules (Starr & Staddon, 1982). During
the multiple FI FI testing phase in the present
experiments, response rates also were different
between the green and red stimuli under
identical FI schedules. This latter finding
suggests that the behavioral mechanism for
so-called sensory superstition could be differ-
ential histories of reinforcement, whether
programmed adventitiously, in the experi-
ments on sensory superstitions, or systemati-
cally, in the present experiments. More gen-
erally, behavioral history effects thus may be
implicated when structurally similar situations
give rise to differential behavioral outcomes,
whether, as in the present examples, in the
laboratory, or in nonlaboratory settings (e.g.,
St. Peter Pipkin & Vollmer, 2009).
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APPENDIX A

Values of schedules and limited holds (LHs), and the mean response rates and interreinforcer
intervals (ranges in parentheses) for each participant during the last four sessions of the multiple
FR DRL training and FI baseline phases, the first and last four sessions of the multiple FI FI
testing phase, and the single session of the multiple FR DRL testing phase of Experiment 1. FI,
DRL and LH values are given in seconds.

Participant Phase/Schedule LH

Interreinforcer interval (s)

FR

Immediate history

455 FR DRL training 7.2 6.0 (5.6–6.1)
FR31 DRL5.0

FI FI testing/First 4 6.8 5.9 (5.9–5.9)
FI5.8 FI5.8

FI FI testing/Last 4 6.8 6.0 (5.9–6.0)
FI5.8 FI5.8

FR DRL testing 7.2 6.0
FR31 DRL5.0

457 FR DRL training 9.2 7.0 (6.7–7.2)
FR62 DRL5.0

FI FI testing/First 4 9.0 7.1 (7.1–7.1)
FI7.0 FI7.0

FI FI testing/Last 4 9.0 7.5 (7.4–7.7)
FI7.0 FI7.0

FR DRL testing 9.2 -a

FR62 DRL5.0
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Interreinforcer interval (s) Responses per minute

FI DRL FR FI DRL

5.6 (5.5–5.7) 312 (299–334) 11 (10–11)

6.4 (6.3–6.4) 346 (342–350) 8 (7–9)

6.0 (5.9–6.0) 82 (73–106) 87 (84–90)

6.0 294 23

7.0 (6.8–7.3) 526 (501–557) 23 (16–29)

7.5 (7.4–7.5) 434 (415–454) 27 (21–32)

7.5 (7.4–7.7) 15 (12–21) 19 (15–24)

6.8 9 14

APPENDIX A
(Extended)

HISTORY EFFECTS 405



Participant Phase/Schedule LH

Interreinforcer interval (s)

FR

456 FR DRL training 7.5 5.5 (5.0–5.9)
FR40 DRL5.0

FI FI testing/First 4 6.6 5.7 (5.7–5.7)
FI5.6 FI5.6

FI FI testing/Last 4 6.6 5.9 (5.9–6.0)
FI5.6 FI5.6

FR DRL testing 7.5 4.6
FR40 DRL5.0

459 FR DRL training 7.6 6.4 (6.3–6.5)
FR35 DRL5.0

FI FI testing/First 4 7.4 6.5 (6.5–6.5)
FI6.4 FI6.4

FI FI testing/Last 4 7.4 6.8 (6.8–6.8)
FI6.4 FI6.4

FR DRL testing 7.6 7.1
FR35 DRL5.0

Remote history

451 FR DRL training 8.3 7.6 (7.5–7.8)
FR64 DRL5.0

FI baseline 8.4
FI7.4

FI FI testing/First 4 8.4 7.8 (7.8–8.0)
FI7.4 FI7.4

FI FI testing/Last 4 8.4 7.7 (7.7–7.8)
FI7.4 FI7.4

FR DRL testing 8.3 7.5
FR64 DRL5.0

458 FR DRL training 7.8 6.6 (6.3–6.8)
FR37 DRL5.0

FI baseline 7.4
FI6.4

FI FI testing/First 4 7.4 6.7 (6.6–6.8)
FI6.4 FI6.4

FI FI testing/Last 4 7.4 6.8 (6.8–6.8)
FI6.4 FI6.4

FR DRL testing 7.8 6.7
FR37 DRL5.0

454 FR DRL training 7.5 6.6 (6.4–6.8)
FR38 DRL5.0

FI baseline 7.5
FI6.5

FI FI testing/First 4 7.5 6.9 (6.9–7.0)
FI6.5 FI6.5

FI FI testing/Last 4 7.5 6.9 (6.9–7.0)
FI6.5 FI6.5

FR DRL testing 7.5 6.6
FR38 DRL5.0

461 FR DRL training 7.8 6.4 (6.3–6.4)
FR36 DRL5.0

FI baseline 7.6
FI6.6

FI FI testing/First 4 7.6 6.8 (6.7–6.9)
FI6.6 FI6.6

FI FI testing/Last 4 7.6 6.7 (6.7–6.7)
FI6.6 FI6.6

FR DRL testing 7.8 7.1
FR36 DRL5.0

APPENDIX A
(Continued)
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Interreinforcer interval (s) Responses per minute

FI DRL FR FI DRL

5.8 (5.6–5.9) 437 (410–466) 13 (10–22)

6.1 (6.1–6.2) 482 (474–494) 15 (10–20)

5.9 (5.9–6.0) 14 (12–14) 12 (11–14)

6.4 470 11

6.4 (6.2–6.5) 312 (266–335) 23 (18–33)

6.9 (6.8–6.9) 345 (315–362) 20 (18–22)

6.8 (6.8–6.9) 21 (19–25) 21 (19–25)

5.5 217 35

7.2 (7.1–7.2) 502 (486–512) 17 (16–17)

7.8 (7.7–7.9) 22 (19–26)

7.9 (7.8–8.0) 17 (9–33) 15 (8–21)

7.7 (7.7–7.8) 17 (14–20) 20 (14–27)

5.5 438 15

6.3 (6.1–6.5) 337 (325–347) 9 (9–10)

6.7 (6.6–6.8) 24 (16–34)

6.8 (6.7–6.9) 29 (20–44) 27 (12–41)

6.8 (6.8–6.8) 11 (10–13) 11 (10–13)

6.2 295 22

6.3 (6.3–6.3) 344 (335–354) 9 (9–10)

7.0 (6.9–7.1) 9 (8–10)

6.9 (6.9–7.0) 16 (8–35) 13 (9–20)

7.0 (6.9–7.0) 12 (11–13) 12 (11–13)

6.5 279 12

6.9 (6.7–7.0) 341 (336–345) 17 (16–18)

7.0 (6.9–7.0) 98 (84–112)

7.0 (7.0–7.1) 257 (190–340) 24 (18–33)

7.0 (6.9–7.0) 321 (283–335) 23 (20–26)

6.5 287 34

APPENDIX A
(Extended)
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Participant Phase/Schedule LH

Interreinforcer interval (s)

FR

No history

465 FI baseline 8.4
FI7.4

FI FI testing/First 4 8.4 7.5 (7.5–7.5)
FI7.4 FI7.4

FI FI testing/Last 4 8.4 7.5 (7.5–7.5)
FI7.4 FI7.4

FR DRL testing 8.3 7.5
FR64 DRL5.0

467 FI baseline 7.4
FI6.4

FI FI testing/First 4 7.4 6.7 (6.7–6.8)
FI6.4 FI6.4

FI FI testing/Last 4 7.4 6.8 (6.7–6.8)
FI6.4 FI6.4

FR DRL testing 7.8 -a

FR37 DRL5.0
466 FI baseline 7.5

FI6.5
FI FI testing/First 4 7.5 6.7 (6.6–6.7)

FI6.5 FI6.5
FI FI testing/Last 4 7.5 6.8 (6.8–6.9)

FI6.5 FI6.5
FR DRL testing 7.5 5.5

FR38 DRL5.0
468 FI baseline 7.6

FI6.6
FI FI testing/First 4 7.6 6.8 (6.8–6.8)

FI6.6 FI6.6
FI FI testing/Last 4 7.6 6.8 (6.8–6.9)

FI6.6 FI6.6
FR DRL testing 7.8 7.3

FR36 DRL5.0

a The interreinforcer interval could not be obtained because no reinforcer occurred.

APPENDIX A
(Continued)
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Interreinforcer interval (s) Responses per minute

FI DRL FR FI DRL

7.5 (7.5–7.5) 402 (398–408)

7.5 (7.5–7.5) 430 (425–434) 432 (411–446)

7.5 (7.5–7.5) 528 (504–568) 526 (482–586)

-a 188 191

6.8 (6.8–6.8) 12 (11–12)

6.7 (6.7–6.8) 15 (14–17) 15 (14–21)

6.8 (6.7–6.9) 13 (10–20) 14 (12–19)

5.7 9 24

6.8 (6.7–6.9) 64 (42–123)

6.7 (6.6–6.8) 87 (64–127) 87 (67–124)

6.8 (6.7–6.8) 57 (45–78) 57 (48–70)

6.3 380 138

6.8 (6.8–6.8) 243 (187–329)

6.8 (6.7–6.8) 244 (211–272) 239 (199–276)

6.8 (6.8–6.9) 152 (131–163) 168 (138–200)

-a 141 154

APPENDIX A
(Extended)
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APPENDIX B

Values of schedules and limited holds (LHs), and the mean response rates and interreinforcer
intervals (ranges in parentheses) for each participant during the last four sessions of the multiple
FR DRL training phase, the first and last four sessions of the multiple FI FI testing phase, and the
single session of the multiple FR DRL testing phase of Experiment 2. The FI baseline data are from
the single session for the one-session-baseline participants and from the last four sessions for the
short-interval participants. FI, DRL and LH values are given in seconds.

Participant Phase/Schedule LH

Interreinforcer interval (s)

FR

1 session baseline

462 FR DRL training 6.7 6.2 (6.1–6.3)
FR37 DRL5.0

FI baseline 7.1
FI6.1

FI FI testing/First 4 7.1 6.2 (6.2–6.2)
FI6.1 FI6.1

FI FI testing/Last 4 7.1 6.5 (6.4–6.5)
FI6.1FI6.1

FR DRL testing 6.7 6.3
FR37 DRL5.0

463 FR DRL training 7.2 6.3 (6.2–6.3)
FR32 DRL5.0

FI baseline 7.2
FI6.2

FI FI testing/First 4 7.2 6.3 (6.3–6.3)
FI6.2 FI6.2

FI FI testing/Last 4 7.2 6.3 (6.3–6.3)
FI6.2 FI6.2

FR DRL testing 7.2 5.8
FR32 DRL5.0

460 FR DRL training 7.3 6.1 (5.9–6.3)
FR60 DRL5.0

FI baseline 7.3
FI6.3

FI FI testing/First 4 7.3 6.4 (6.4–6.4)
FI6.3 FI6.3

FI FI testing/Last 4 7.3 6.6 (6.6–6.7)
FI6.3 FI6.3

FR DRL testing 7.3 6.8
FR60 DRL5.0

464 FR DRL training 7.2 5.7 (5.4–5.9)
FR51 DRL5.0

FI baseline 6.6
FI5.6

FI FI testing/First 4 6.6 5.9 (5.7–6.0)
FI5.6 FI5.6

FI FI testing/Last 4 6.6 6.0 (5.9–6.1)
FI5.6 FI5.6

FR DRL testing 7.2 5.5
FR51 DRL5.0

Short interval

469 FR DRL training 7.4 4.2 (4.0–4.4)
FR30 DRL5.0

FI baseline 7.0
FI5.0

FI FI testing/First 4 7.0 5.4 (5.1–5.7)
FI5.0 FI5.0

FI FI testing/Last 4 7.0 5.6 (5.6–5.7)
FI5.0 FI5.0

FR DRL testing 7.4 4.7
FR30 DRL5.0
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Interreinforcer interval (s) Responses per minute

FI DRL FR FI DRL

5.9 (5.8–6.2) 355 (349–362) 10 (9–10)

6.5 38

6.5 (6.5–6.6) 345 (340–350) 13 (11–14)

6.4 (6.4–6.5) 15 (12–16) 16 (12–23)

5.9 287 13

6.1 (5.9–6.3) 305 (304–307) 10 (9–10)

6.5 50

6.7 (6.6–6.8) 323 (312–331) 12 (12–13)

6.6 (6.5–6.6) 339 (334–343) 16 (15–17)

6.0 333 11

6.6 (6.4–6.8) 589 (542–607) 18 (17–19)

6.4 504

6.7 (6.7–6.8) 549 (498–599) 21 (19–25)

6.6 (6.6–6.6) 48 (45–53) 47 (33–66)

7.0 154 102

5.6 (5.5–5.7) 501 (459–567) 12 (11–15)

5.6 47

6.0 (5.9–6.0) 111 (12–137) 13 (11–16)

6.0 (5.9–6.0) 13 (11–15) 16 (13–23)

5.6 192 58

5.8 (5.6–5.9) 424 (407–445) 12 (10–15)

5.3 (5.2–5.5) 176 (18–242)

5.6 (5.3–5.8) 260 (11–446) 13 (10–14)

5.5 (5.5–5.6) 14 (12–17) 14 (12–16)

5.9 297 15
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Participant Phase/Schedule LH

Interreinforcer interval (s)

FR

472 FR DRL training 7.5 4.7 (4.4–4.9)
FR34 DRL5.0

FI baseline 6.5
FI5.5

FI FI testing/First 4 6.5 5.8 (5.7–5.9)
FI5.5 FI5.5

FI FI testing/Last 4 6.5 5.9 (5.8–5.9)
FI5.5 FI5.5

FR DRL testing 7.5 4.6
FR34 DRL5.0

473 FR DRL training 7.7 6.2 (6.0–6.4)
FR41 DRL5.0

FI baseline 7.0
FI6.0

FI FI testing/First 4 7.0 6.1 (6.1–6.1)
FI6.0 FI6.0

FI FI testing/Last 4 7.0 6.1 (6.1–6.1)
FI6.0 FI6.0

FR DRL testing 7.7 6.3
FR41 DRL5.0

476 FR DRL training 7.1 5.7 (5.6–5.8)
FR32 DRL5.0

FI baseline 6.7
FI5.7

FI FI testing/First 4 6.7 6.1 (6.0–6.2)
FI5.7 FI5.7

FI FI testing/Last 4 6.7 6.0 (6.0–6.1)
FI5.7 FI5.7

FR DRL testing 7.1 6.5
FR32 DRL5.0

Break

470 FR DRL training 8.2 7.4 (7.3–7.5)
FR42 DRL5.0

FI FI testing/First 4 8.1 7.2 (7.2–7.2)
FI7.1 FI7.1

FI FI testing/Last 4 8.1 7.2 (7.2–7.2)
FI7.1 FI7.1

FR DRL testing 8.2 4.9
FR42 DRL5.0

474 FR DRL training 7.9 6.8 (6.4–7.1)
FR20 DRL5.0

FI FI testing/First 4 7.8 7.2 (7.1–7.2)
FI6.8 FI6.8

FI FI testing/Last 4 7.8 7.3 (7.2–7.4)
FI6.8 FI6.8

FR DRL testing 7.9 5.2
FR20 DRL5.0

471 FR DRL training 6.6 4.3 (3.9–4.8)
FR16 DRL5.0

FI FI testing/First 4 6.0 5.3 (5.3–5.3)
FI5.0 FI5.0

FI FI testing/Last 4 6.0 5.5 (5.4–5.5)
FI5.0 FI5.0

FR DRL testing 6.6 -a

FR16 DRL5.0
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Interreinforcer interval (s) Responses per minute

FI DRL FR FI DRL

6.4 (6.3–6.5) 436 (396–467) 19 (18–20)

5.8 (5.8–5.9) 24 (11–56)

5.8 (5.8–5.9) 82 (18–239) 34 (19–54)

5.9 (5.9–5.9) 25 (11–40) 20 (11–30)

6.3 420 15

5.8 (5.5–6.1) 320 (91–412) 11 (10–11)

6.1 (6.1–6.1) 400 (389–416)

6.5 (6.5–6.6) 373 (357–387) 9 (8–9)

6.1 (6.1–6.1) 260 (250–266) 257 (250–265)

6.4 353 64

5.7 (5.5–5.8) 339 (334–343) 10 (10–11)

6.1 (6.1–6.2) 11 (10–12)

6.1 (6.1–6.2) 43 (11–131) 12 (11–13)

6.0 (6.0–6.1) 15 (13–15) 15 (12–17)

5.5 256 12

Break

6.9 (6.7–7.0) 340 (334–346) 18 (17–18)

7.7 (7.6–7.7) 385 (361–419) 15 (15–16)

7.5 (7.5–7.6) 521 (498–548) 16 (16–16)

7.2 518 17

6.8 (6.7–7.0) 178 (170–188) 17 (17–18)

7.3 (7.2–7.4) 76 (38–124) 50 (33–67)

7.2 (7.2–7.3) 44 (18–71) 44 (19–71)

7.0 60 19

5.7 (5.6–5.7) 225 (198–247) 11 (10–11)

5.4 (5.3–5.5) 120 (83–179) 57 (16–87)

5.5 (5.4–5.5) 42 (15–71) 42 (14–68)

5.9 26 16
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Participant Phase/Schedule LH

Interreinforcer interval (s)

FR

475 FR DRL training 6.9 5.2 (4.9–5.6)
FR37 DRL5.0

FI FI testing /First 4 6.5 5.7 (5.6–5.8)
FI5.5 FI5.5

FI FI testing/Last 4 6.5 5.7 (5.6–5.7)
FI5.5 FI5.5

FR DRL testing 6.9 4.6
FR37 DRL5.0

a The interreinforcer interval could not be obtained because no reinforcer occurred.
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Interreinforcer interval (s) Responses per minute

FI DRL FR FI DRL

5.8 (5.5–6.0) 433 (394–455) 15 (11–21)

5.9 (5.8–6.0) 283 (110–497) 94 (44–115)

5.7 (5.6–5.7) 202 (167–228) 209 (159–233)

5.8 463 39
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