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F
ew colleagues would debate that
the complexity of human co-
operation is unmatched in the
animal kingdom. There are strong

arguments that the complexity of our so-
cial life is tightly linked to the evolution of
our large brain, particularly the neocortex
(1). However, this view has only partly
been tested in experiments designed to
test evolutionary scenarios. One reason for
this shortcoming is that experimental re-
search on the evolution of cooperation is
strongly driven by theoretical models.
Models, however, typically explore rela-
tively simple scenarios to allow for ana-
lytical solutions. As a consequence, the
models may fail to capture the full com-
plexity of human cooperative interactions.
To appreciate and understand the sophis-
tication of human social behavior, it is
therefore important to design experiments
that go beyond the paths explored by
theory. Such experiments, in turn, may
provide inspiration for new models. An
empirical study in PNAS uses this ap-
proach (2).
The authors explored cooperative be-

havior in a setting that combined contri-
bution to a public good with the potential
for partner choice. A bystander observed
a 15-round public goods game between
four players, knowing that (s)he would
replace one of these four in the second
game. Participation yielded larger payoffs
than being a bystander. The bystander
could actively exclude one player from the
second game by paying a few monetary
units or could opt for a random allocation
of partners, which was free. Players were
informed about the bystander’s option
before the game started, and hence had to
incorporate tradeoffs between immediate
and future gains. Further complexity was
introduced in several ways. First, the in-
formation available to bystanders was in-
complete: They could only observe two
players per round. Second, for a small fee
per round, players could pay to conceal
their contribution from the bystanders.
Third, bystanders could pay to hide their
observation of a specific player. In some
experimental groups, rounds of the public
goods game were alternated with an in-
direct reciprocity game, whereas in others,
the public goods game was alternated with
the possibility of punishing coplayers.

Why Complex Experiments Are
Necessary
The complexity of this experimental setup
goes way beyond the limitations that evo-
lutionary game theory imposes on explicit
experimental testing of models. Why are
such complex experiments important? As
it stands, humans being confronted with
the basic cognitive requirements of the
necessarily simple assumptions of evolu-
tionary cooperation models may corre-
spond to other animals being exposed to
a Skinner box: Artificially simple experi-
mental scenarios prevent humans from
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showing the sophistication of their social
behavior (3). On the other hand, these
simple scenarios may push other animals
to their limits in terms of cooperative be-
havior. The risk with comparing human
and animal behavior in artificially simple
scenarios is that we may falsely invoke
similarity in the underlying cognitive pro-
cesses between the study species and hu-
mans in terms of the strategies used to
solve social dilemmas. In reality, the
partner control mechanisms used by hu-
mans and animals to sustain cooperation
may be similar with respect to game the-
oretical concepts but may rest on very
different cognitive processes.
Consider the famous example of in-

direct reciprocity based on image scoring.
Alexander’s proposal (4) that many ex-
amples of humans helping others can be
explained with the associated gain in rep-
utation that, in turn, increases the likeli-
hood of receiving help when needed has
been formalized by several authors (5, 6).
An explicit experiment based on the
model by Nowak and Sigmund (5) re-
vealed that humans help people who they
observed helping others and that helpful
individuals therefore earned more money
than nonhelpers (7). Furthermore, gains in

reputation may even promote stable con-
tributions to public goods (8, 9), and in-
dividuals are more helpful if they perceive
cues that they are being watched (10, 11).
The human concern for reputation may be
predicated on an awareness of how by-
standers’ perceptions affect their beliefs.
However, nonhuman animals may dem-
onstrate similar behavioral patterns in in-
teractions with others without the need to
invoke such complex cognitive processes.
Indeed, the key elements necessary for this
form of cooperation are not by themselves
particularly cognitively demanding, and
they certainly exist in other animals. Many
animals interact in a communication net-
work and pay attention to interactions
between third parties (12). As a conse-
quence of such eavesdropping, individuals
may alter current (and future) behavior.
Although such “audience effects” have
been mainly studied in the context of
competition (12), it has been demon-
strated that cleaner wrasses, Labroides
dimidiatus, behave more cooperatively
toward client reef fish when they are ob-
served by other clients (13). Thus, we
predict that it will only be a matter of time
until interaction patterns are described in
a nonhuman animal that fit indirect reci-
procity via image scoring. Similar argu-
ments can be made for other important
concepts for human cooperation, such as
third-party punishment (14) and cultural
group selection (15). Social learning, the
basic aspect of cultural group selection,
has been demonstrated in a great variety
of animals (16), and sophisticated decision
rules regarding who and which behaviors
to copy have been both postulated and
documented in nonhuman animals (16,
17). Third-party punishment, where a by-
stander punishes an individual that cheat-
ed its partner, has also been documented
in a primitive form in fish (18). The paper
by Rochenbach and Milinski (2) captures
some of the complexity of real-life inter-
actions in humans, and hence allows the
authors to investigate whether subjects use
more sophisticated decision rules during
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cooperative interactions than evolutionary
models would propose.

The Main Results
The authors found sophisticated dynamic
strategies on either side. Actors paid to
conceal their low contributions and failure
to cooperate in the indirect reciprocity
game. Actors also paid to conceal their
behavior when they dished out severe
punishment to cheats. Bystanders, on the
other hand, often paid to observe covertly
players who had displayed high con-
tributions during open observations. When
choosing partners for interactions,
bystanders excluded low contributors as
social partners but did not use punishment
behavior for their decision. Given the
complexity and the novelty of the game,
the results yield few answers and raise
many questions for both empirical and
theoretical future research. Here, we
present a few that we found particularly
intriguing. First, we note that the main
criterion used by bystanders to exclude
a player was the player’s low contribution
relative to the second lowest contributor.
In contrast, the presence of a particularly
cooperative player did not lead to the
active exclusion of a less cooperative
player, even though the lottery process
would remove such a highly cooperative
player with P = 0.25. Thus, subjects fo-
cused on excluding cheaters rather than
on ensuring that the most cooperative
players remained to interact with them.
Another puzzling result was the apparent
correlation between open and hidden
contributions for individual players: By-
standers managed to exclude the overall

lowest contributors despite the incomplete
information they had. We would have
expected that particularly strategic in-
dividuals would contribute most when
observed and least when their contri-
butions were concealed, causing mis-
matches between observed and average
contributions.
Perhaps the most interesting results

concern the treatment with punishment.
First, it appears that the presence of this
control mechanism causes a reduction in
the variance between individual contri-
butions. This effect undermines the need
for the bystander to exclude an unco-
operative player actively. In only 3 of 16
groups with punishment did the bystander
pay to exclude a potential coplayer. This
contrasts markedly with the other two
conditions: six of eight bystanders paid to
remove one player in the simple public
goods condition, and four of eight made
this active choice in the public goods game
that alternated with indirect reciprocity
rounds. Thus, punishment interacts with
partner choice in interesting ways. It is also
puzzling that players paid to conceal
strong punishment of coplayers from
bystanders. This indicates that humans
think that others perceive punishment as
something negative. Such thinking con-
trasts with the actual decision-making
process by the bystanders, who did not use
punishment behavior for partner choice
decisions. The data also contrast with the
assumption of a model demonstrating
that punishment could evolve because it
yields social prestige in similar ways as
helping does (19).

Perspectives
So, where to go from here? An important
next step will be to look at the payoff
consequences of decisions: At what point
do bystanders obtain a net benefit from
paying to exclude the lowest contributor?
Do the gains associated with low con-
tributions in the first public goods game
compensate for the risk of being removed
from the second game? In other words,
what decision rules would be under posi-
tive selection in this game? An interesting
additional treatment would be to allow
players to conceal their concealing deci-
sions. In this way, players do not admit
guilt when they conceal their contri-
butions, as was the case in the current
study: Players hid cheating decisions, and
bystanders could guess that cheating was
the reason for hiding. This may have been
the reason why hiding was rare (on aver-
age, in only 1 of 15 trials). In a follow-up
study, bystanders could be told that a sub-
set of the players was unavailable to view;
some of these would have been the con-
cealed concealers, and some could have
been randomly allocated concealed play-
ers. This would allow us to determine
whether players pay more for concealed
concealing than for “open” concealing and
whether bystanders manage to incorporate
that additional uncertainty in their
choices. As the authors conclude them-
selves, their study may have uncovered
only the tip of the iceberg.
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