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Introduction

Polyadenylation [poly(A)] is a two phase process that involves 
endonucleolytic cleavage at a poly(A) site of nascent mRNA fol-
lowed by addition of poly(A) tail.1 Nearly all mature mRNAs 
are polyadenylated and poly(A) is critical for many aspects of 
mRNA metabolism, including mRNA stability, translation and 
transport.2,3 Much like alternative splicing and alternative usage 
of transcription start sites, alternative usage among multiple 
poly(A) sites is a vital mechanism by which the multitude of gene 
isoforms are regulated.4,5 Characterizing the factors that mediate 
the usage of a specific poly(A) site is an important long term goal 
in biology.

The sequence flanking a poly(A) site harbors several cis ele-
ments that are specifically recognized by trans-acting factors, 
which then carry out the cleavage and the addition of poly(A) 
tail at the 3' end of the transcript.6 One of the most important 
of these cis elements is the hexamer A(A/U)UAAA, or a close 
variant, usually referred to as the polyadenylation signal (PAS), 
and is located 10–35 nt upstream of most human poly(A) sites.7 
Additional cis elements include TGTA, TATA, G-rich and 
C-rich elements.8 The PAS acts as a substrate for Cleavage and 
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Polyadenylation Specificity factor (CPSF) which is critical for 
poly(A) recognition.1 In addition to the primary sequence ele-
ments, mRNA structure plays an important role in poly(A) site 
selection.9,10 For instance, in the case of human immunodefi-
ciency virus type 1 mRNA, occlusion of PAS by the stem region 
of a hairpin structure can interfere with its binding to CPSF, thus 
inhibiting polyadenylation.11 Besides enabling proper presenta-
tion of PAS, mRNA structure may also facilitate bringing PAS in 
close proximity to other enhancer elements important for correct 
identification of PAS by CPSF.12 Finally, epigenomic features and 
chromatin structure has been shown to be an important deter-
minant of poly(A) site usage. For instance, CpG methylation in 
the region separating consecutive poly(A) sites in murine H13 
gene influences the relative usage of poly(A) sites.13 Furthermore, 
even though the genomic regions near poly(A) sites are gener-
ally depleted of nucleosomes, highly used poly(A) sites have a sig-
nificantly greater nucleosome occupancy downstream of the site 
than the rarely used poly(A) sites.14 Despite progress in identify-
ing sequence, structural and epigenomic determinants of poly(A) 
site selection, additional factors remain to be identified and, more 
importantly it is not clear how these various properties interact 
with each other in ultimately determining the poly(A) site usage.
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is located 10–30 bp upstream of poly(A) site as well as other 
cis elements suggested to play a role in polyadenylation.1,8 We 
found that high usage poly(A) sites have a significantly lower FE 
than low usage poly(A) sites (Wilcoxon test p value < 2.2e-16). 
However, FE is known to depend on the GC content of the RNA 
sequence. Therefore we repeated the comparison of the high and 
the low usage poly(A) site regions after controlling for GC con-
tent using a matched sampling procedure (see Methods). Even 
with matched GC content, we found that high usage poly(A) 
sites have a significantly lower FE than low usage poly(A) sites 
(Wilcoxon test p value = 0.001). Thus our results are suggestive 
of a more stable RNA structure forming near the highly used 
poly(A) sites.

However, the FE alone does not immediately provide a mecha-
nistic explanation of the observed differences between high and 
low usage poly(A) sites. RNA structure that appropriately exposes 
the critical cis elements is likely to be more favorable.11 The PAS 
located 10–30 bp upstream of the poly(A) site is critical for its rec-
ognition by the CPSF complex.21,22 We quantified the exposure of 
PAS in a folded mRNA by computing the fraction of nucleotides 
within the PAS involved in a base pairing; the fewer the base pair-
ing, the greater the exposure of PAS. We found that the high usage 
sites have significantly fewer PAS nucleotides involved in base pair-
ing (Wilcoxon p-value = 0.02). This result was observed despite 
the fact that high usage poly(A) regions had significantly more 
overall base pairing than the low usage poly(A) regions (Wilcoxon 
p-value = 9.9e-09), as would be expected from a lower FE.

In the above analysis, the poly(A) usage is derived from a 
global prevalence of ESTs pooled from multiple tissue types. 
Next, we investigated whether the above relationship is also 
observed based on cell type specific polyA usage. We obtained 
RNA-seq data for human CD4+ T-cells23 and used it to estimate 
poly(A) usage based on previously published method.24 However, 
the approaches to estimate poly(A) usage from RNA-seq data are 
in their infancy and not sufficiently accurate. Therefore, to mini-
mize errors, we considered a poly(A) site high (respectively, low) 
usage if it was deemed so both by the EST-based measure as well 
as by the RNA-seq based measure (see Methods). This yielded 
1,113 high usage poly(A) sites and 7,796 low usage poly(A) sites. 
Upon controlling for GC content using a matched sampling pro-
cedure (see Methods), we confirmed that here too the high usage 
poly(A) sites have a significantly lower FE than low usage poly(A) 
sites (Wilcoxon test p value = 0.03).

Taken together, our results suggest that high usage poly(A) 
sites are associated not only with higher nucleosome occupancy, 
as shown before,14 but also a more favorable RNA secondary 
structure near poly(A) sites.

A higher nucleosome occupancy downstream of poly(A) 
site significantly correlates with a more stable RNA structure 
around the poly(A) site. Given that highly used poly(A) sites have 
a greater nucleosome occupancy downstream, as well as a more 
stable secondary structure around the poly(A) site, as we show 
above, next we investigated the direct relationship between the 
downstream nucleosome occupancy and RNA structure around 
the poly(A) site, using all 31,871 poly(A) sites in 3' UTRs (see 
Methods). For each poly(A) site we computed the FE of the RNA 

Here we show that, in addition to the known association 
between high poly(A) usage and high nucleosome occupancy,14 
the highly used poly(A) sites are also associated with a more favor-
able mRNA structure. A direct comparison between nucleosome 
occupancy and mRNA structure revealed that greater nucleo-
some occupancy downstream of a poly(A) site strongly correlates 
with an mRNA structure at the poly(A) site that is energetically 
more stable and that better exposes the critical cis element—
PAS. In further exploring the interaction between chromatin 
and RNA structure, we found that the downstream nucleosome 
occupancy also positively correlated with a greater accumulation 
of PolII at the poly(A) site. We carried out further analysis to dis-
cern a causal relationship between PolII accumulation and RNA 
structural stability. Our analysis suggests that PolII accumula-
tion facilitates the formation of stable RNA structure. Taken 
together, our findings are consistent with a mechanism whereby 
a compacted chromatin immediately downstream of the poly(A) 
site promotes the slowing down of elongating transcript result-
ing in greater PolII accumulation, thus facilitating the folding of 
mRNA in a structure that is energetically and functionally favor-
able for polyadenylation around the poly(A) sites.

Specific patterns of histone modifications have been previously 
found to associate with post-transcriptional regulation signals such 
as splice sites.15 Another study showed that poly(A) sites are marked 
by a decrease in H3K36 di- and trimethylation.16 Here we exam-
ined all available histone modifications in human CD4+ T cell17,18 
and found that various modifications occur in distinct patterns 
surrounding poly(A) sites. These patterns are distinct from the 
underlying nucleosome occupancy pattern,14 and a support vector 
machine (SVM) classifier based on the histone modifications can 
distinguish functional poly(A) sites from background PAS with 
~76% accuracy. Notably, the classification based on epigenomic 
features alone was superior to classification accuracy based on 15 
previously identified cis element features.8 Moreover, using epigen-
etic patterns we were able to differentiate high usage poly(A) sites 
from low usage poly(A) sites with ~74% accuracy.

Overall, our results unfold novel epigenomic and mRNA 
structural correlates of polyadenylation and suggest a causative 
link between chromatin structure and mRNA structure favor-
able for polyadenylation site usage.

Results

Region surrounding the high usage polyadenylation sites 
exhibit a stable RNA structure that is conducive to its recogni-
tion. Alternative poly(A) sites for a gene are utilized with varying 
frequency.19 Here we investigated whether the high and the low 
usage poly(A) sites differ in the mRNA structure of the region 
surrounding the poly(A) site. Based on EST data, the human 
poly(A) sites have been classified according to their usage fre-
quency into 5,139 high usage and 21,204 low usage poly(A) sites19 
(see Methods). We first quantified the structural stability of the 
region near poly(A) site by estimating the free energy (FE) of the 
thermodynamic ensemble of flanking 250 bp region (200 bp 
upstream and 50 bp downstream) using RNAfold.20 This region 
was chosen because it encompasses the most critical PAS, which 
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Dissecting the causality between PolII accumulation and 
RNA structure. We have shown that high nucleosome occu-
pancy downstream of the poly(A) sites is associated with a more 
stable RNA structure as well as with a significantly greater accu-
mulation of PolII, possibly a manifestation of PolII pausing.33 
However the causality between RNA structure and PolII paus-
ing is not known. For instance, PolII pausing can affect mRNA 
structure, presumably by affecting transcriptional dynamics at 
poly(A) site,34 or conversely, a more stable RNA structure as well 
as the higher nucleosome occupancy downstream of poly(A) sites 
may jointly affect the transcriptional elongation by slowing down 
the PolII.29 To assess relative importance of the two possibilities, 
we probabilistically quantified the influence of PolII accumu-
lation on the RNA structure and conversely, the influence of 
RNA structure on PolII accumulation in the region surrounding 
poly(A) sites.

More specifically, we estimated the probability that a poly(A) 
site has low FE (lowest 50 percentile) given that the site has high 
PolII occupancy (in top 10, 20, 30, 40 and 50 percentile), and con-
versely, we estimated the probability that a poly(A) site has high 
PolII occupancy (greatest 50 percentile) given that the site has 
low FE (in bottom 10, 20, 30, 40 and 50 percentile). PolII occu-
pancy was computed in the region 1,000 bp downstream of the 
poly(A) sites and the FE was predicted in the 250 bp region (200 
bp upstream and 50 bp downstream) surrounding the poly(A) 
sites. We observed a consistently higher conditional probability 
(ranging from 0.54 to 0.65) of stable structure around poly(A) 
sites given that there was higher PolII accumulation, as compared 

structure near the poly(A) site as above in the 250 bp region, and 
we also estimated the nucleosome occupancy score in the 600 bp 
downstream of the site based on ChIP-Seq nucleosome occupancy 
data from human CD4+ T cells25 (see Methods). As evident in the 
scatter plot shown in Figure 1, we found a strong negative correla-
tion (Spearman rho = -0.71 p-value < 2.2e-16, Pearson rho = -0.60 
p-value = 3.07e-13) between the FE and nucleosome occupancy. 
Since both nucleosome occupancy26 and FE strongly depend on 
the GC content of the sequence, we controlled for the GC content 
using a matched sampling procedure (see Methods). We still found 
that the poly(A) regions with high nucleosome occupancy (top 50 
percentile) have a more stable RNA structure than those with low 
nucleosome occupancy (bottom 50 percentile) (Wilcoxon p value 
= 6.01e-14). Thus we conclude that a greater nucleosome occu-
pancy downstream of poly(A) site corresponds to a more stable 
RNA structure at the poly(A) site.

High nucleosome poly(A) sites are associated with a greater 
PolII occupancy. Pausing of PolII is known to associate with 
poly(A) site recognition and transcription termination.27-29 
PolII pausing can enhance cleavage and polyadenylation30,31 
possibly via greater recruitment of cleavage/polyadenylation 
factors at paused PolII.32 For example, it was previously sug-
gested that PolII pausing modulates the poly(A) site usage in 
Immunoglobulin M pre-mRNA.28 There are several factors that 
can slow down elongating PolII such as stable RNA structure 
and compacted chromatin structure.29 Here we investigated 
whether a greater nucleosome occupancy downstream of a 
poly(A) site has a bearing on PolII pausing. PolII accumulation 
at a genomic site for a transcriptionally competent polymerase 
is indicative of pausing of PolII,32,33 therefore we used the den-
sity of PolII ChIP-seq tags in human CD4+ T cells to quantify 
PolII accumulation.17 We obtained two subsets of poly(A) sites 
according to downstream nucleosome occupancy score—high 
nucleosome occupancy (highest 25 percentile scores) and low 
nucleosome occupancy (smallest 25 percentile scores). Figure 2 
reveals distinct patterns of PolII occupancy near the poly(A) 
sites for the two nucleosome occupancy based classes of poly(A) 
sites; there is a much greater accumulation of PolII in the high 
nucleosome class immediately downstream of poly(A) site. We 
quantified the significance of this difference using the χ2 test by 
comparing the number of PolII ChIP-seq tags mapped to 500 
bp upstream and 500 bp downstream of the poly(A) sites for the 
two classes (p-value = 2.54e-05). Thus our results suggest that a 
greater nucleosome occupancy is associated with a greater accu-
mulation of PolII immediately downstream of the poly(A) site 
which may be a result of PolII pausing,33 in addition to being 
associated with a more favorable secondary structure around 
the poly(A) site.

We verified whether the observed association between PolII 
and nucleosome occupancy at poly(A) sites was a reflection of 
a broader relationship between the two or if it was specific to 
poly(A) sites. We analyzed whether the two quantities tracked 
each other in an extended region around the poly(A) site. As 
shown in Supplemental Figure 1, we did not find this to be 
the case and thus our observed relationship between PolII and 
nucleosome occupancy applies specifically at the poly(A) sites.

Figure 1. mRNA structure stability surrounding poly(A) site correlates 
with the downstream nucleosome occupancy. The poly(A) sites were 
grouped according to the free energy (FE) of the thermodynamic 
ensemble for the 250 bp region surrounding the site and nucleosome 
occupancy was averaged within each FE bin of 1 kcal/mol. The figure 
shows the scatter plot of average nucleosome occupancy (600 bp 
downstream of poly(A) site) and FE. Note: Very few poly(A) sites fall 
within the bins corresponding to the extreme values of FE which is the 
reason for the variation in the pattern at both ends of the plot.
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(Fig. 4). We also examined the pattern of the pooled HMs for the 
negative set formed of the 87,679 non-poly(A) regions harboring 
a PAS (See Methods) (Fig. 4). The overall levels of HMs is signif-
icantly lower at the negative sites (Wilcoxon p-value < 2.2e-16).

Next, we examined the profiles of each of the 37 distinct HMs 
and H2A.Z separately and found several patterns surrounding 
the poly(A) sites that were distinct from the patterns of pooled 
histone modifications as well as distinct from the previously 
reported patterns of nucleosome occupancy.14 Consistent with 
previous observations,38 we found that the levels of H3K36me3, 
known to associate with transcription elongation, drops gradually 
after the poly(A) site (Sup. Fig. 2s). Several modifications such 
as H2BK5me1, H2BK20ac, H3K4me1, H3K4me2, H3K4me3, 
H3K9me1, H3K27me1, H3K27me2, H3K36me1, H3K18ac, 
H4K5ac and H4K91ac were depleted around the poly(A) site, 
following the pattern of nucleosome occupancy (Sup. Fig. 2d, 
g, i–l, o, p, r, ab, ah, al). Interestingly, in contrast, a few HMs 
were enriched around the poly(A) site, such as H3K9me3 and 
H3R2me2 (Sup. Fig. 2n and x). The levels of all HMs differed 
considerably for the negative set with the exception of H2AZ and 
H3K14ac (Sup. Fig. 2c and aa). The above analysis reveals rich 
and characteristic patterns of various HMs near poly(A).

While the functional relevance of the HM patterns to poly(A) 
usage cannot be determined from computational analysis alone 
and will require directed experiments, here we tested whether such 
patterns can be used to computationally distinguish functional 

Figure 2. Differential polII occupancy at Poly(A) sites with high versus 
low nucleosome occupancy. Poly(A) sites were classified based on the 
nucleosome occupancy in the 600 bp region downstream of the site. 
The figure shows the PolII occupancy profiles flanking the poly(A) sites 
for the high (top 25 percentile) (red) and low (bottom 25 percentile) 
(green) nucleosome occupancy classes. The profiles are centered 
around the poly(A) site. The inset shows that a greater PolII pausing 
immediately after the poly(A) site for high nucleosome poly(A) sites 
(Chi-square p-value = 2.54e-05).

Figure 3. Putative causality between PolII pausing and RNA structure 
stability. The figure shows in red the probability (y-axis) that a poly(A) 
site has low FE (in lowest 50 percentile) given that the site has high PolII 
occupancy (in top 10, 20, 30, 40 and 50 percentile shown on x-axis). 
The figure shows in black the probability (y-axis) that a poly(A) site has 
high PolII occupancy (greatest 50 percentile) given that the site has low 
FE (in bottom 10, 20, 30, 40 and 50 percentile shown on x-axis). PolII 
occupancy was computed for 1,000 bp downstream of poly(A) site and 
minimum free energy of RNA was computed for the 250 bp region  
(200 bp upstream and 50 bp downstream) surrounding the poly(A) site.

with the conditional probability of a greater PolII accumulation 
(ranging from 0.46 to 0.53) given a more stable RNA structure 
(Fig. 3). Thus, PolII accumulation is more likely to have a causal 
effect on RNA structural stability of poly(A) region compared 
with the converse in the context of polyadenylation.

Taken together, our results are consistent with a model 
whereby a greater nucleosome occupancy downstream of poly(A) 
site causes slowing down of elongating transcript, as evidenced 
by a greater PolII accumulation, thus facilitating the formation 
of appropriate RNA secondary structure using only the already 
transcribed mRNA sequence in the immediate vicinity of poly(A) 
sites. This structure is energetically stable and also favorable for 
recognition of poly(A) sites as shown above.

Distinct patterns of histone modifications demarcate poly(A) 
site. While nucleosome occupancy provides a high-level view of 
the chromatin organization, post-translational histone modi-
fications (HM) provide a much richer mechanism to modulate 
chromatin structure, with implication for a variety of biological 
processes.15,35-37 Here we examined in greater detail the patterns 
of HM surrounding the 31,871 poly(A) sites in 3' UTRs (see 
Methods).

First, we pooled the ChIP-seq mapped tags for 37 HMs as 
well as for the Histone variant H2A.Z in human CD4+ T cells 
obtained from reference 17 and 18 and examined the pattern of 
the pooled data around the poly(A) sites (±2 kb). We observed 
that the overall distribution indicates a depletion of HMs in a 
narrow region around the poly(A) sites similar to the previously 
observed nucleosome occupancy profile around the poly(A) sites14 
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similar between the high and low usage sites, the level of certain 
marks was higher in the high usage set, whereas others were higher 
in the low usage set (Sup. Fig. 3). Interestingly, H3K9me2 and 
H3K27me1, known to be associated with condensed chromatin 
and gene silencing,40,41 were more prevalent in the low usage set 
(Wilcoxon p-value < 2.4e-05). However, H3K27me2/3, which 
were previously found to be biased towards silent promoters were 
present at higher levels (Wilcoxon p-value < 1.9e-14) in high 
usage poly(A) sites.17 On the other hand, H3K4me2/3, which is 
associated with active chromatin40,42 were more prevalent in high 
usage poly(A) sites (Wilcoxon p-value < 0.004), whereas other 
modifications associated with active chromatin—H3K36me3, 
H3K79me1/2/3, were more prevalent in low usage poly(A) sites 
(Wilcoxon p-value < 0.0002).17

Next, we tested whether HM patterns can be used to compu-
tationally distinguish the high usage from the low usage poly(A) 
sites using the usage determined from EST/cDNAs and sepa-
rately for the subset of sites that agreed with the usage based on 
CD4+ T cell RNA-seq data (Sup. Table 2 and 3). Again, we 
only discuss the results for the larger set based on EST/cDNAs 
below as the classification results for both were highly similar. 
We trained a SVM as above, using each individual modifica-
tion, resulting in classification accuracy between 52%–66% 
(95% confidence interval) (Sup. Table 2). Upon combining 
the top five most discriminating HMs the classification accu-
racy was 63%–66.1% (95% confidence interval, Sensitivity = 
82.9%–88.2%, Specificity = 46.1%–46.2%), and using the ten 

poly(A) sites from other non-functional genomic sites harboring a 
putative PAS motif. As our set of features, we used the number of 
HM tags mapped to the six 200 bp bins in ±600 bp region flank-
ing poly(A) site. As the negative control we randomly selected 
the same number of GC-matched poly(A)-like regions harboring 
a PAS (see Methods). We trained a SVM and then carried out 
the testing on independent datasets (see Methods). The classi-
fication accuracy for individual marks ranged between 51–71% 
(Sup. Table 1). We then extended the features by combining the 
top five marks based on their individual classification accuracy, 
resulting in 30 features, and re-trained SVM (see Methods). 
This resulted in an improved accuracy of 75.3%–75.5% (95% 
confidence interval, Sensitivity = 91.4%–91.5%, Specificity = 
59.4%–59.5%). Combining the top ten marks resulted in further 
improved accuracy of 76.1%–76.2% (95% confidence interval, 
Sensitivity = 95.2–95.3%, Specificity = 56.9–57%).

As a comparison to classification by sequence elements, we 
repeated the SVM classification by using the 15 cis-elements 
surrounding the human poly(A) sites that have been previ-
ously shown to enhance polyadenylation8,39 (see Methods). 
This resulted in classification accuracy of 69.3%–69.5% (95% 
confidence interval, Sensitivity = 62.8%–62.9%, Specificity 
= 75.7%–75.8%). Thus, classification accuracy based on epig-
enomic features alone is superior to the classification based on 
sequence features. Classification based on epigenomic features 
resulted in a much greater sensitivity and slightly reduced speci-
ficity as compared to that obtained by using sequence features. 
Furthermore, repeating the classification by combining the 15 
cis-elements with the top performing 5 HMs did not result in 
any improvement in the accuracy (data not shown).

HM levels surrounding transcription start sites have been 
previously shown to correlate with the level of gene expression.35 
Here we examined whether this is also true for HMs around 
the poly(A) sites. Based on the gene expression data for human 
CD4+ T cells, we partitioned the poly(A) sites into 7,583 highly 
expressed (top 25 percentile by overall gene expression) and 
7,577 lowly expressed (bottom 25 percentile). We found that 
although for most HMs the overall pattern of HMs near poly(A) 
sites is similar between the two classes, the highly expressed 
genes have higher levels of HMs (Sup. Fig. 2). However, for a 
few of the marks—H2AZ, H3K9me2, H3K9me3, H3K27me2, 
H3K27me3, H3K36me1, H3R2me1, H3K14ac, the opposite 
is true (Sup. Fig. 2c, m, n, p–r, w and aa). Also, the levels of 
H2AK9ac, H3R2me2, H3K9ac, H3K18ac, H3K36ac and 
H4R3me2 around poly(A) sites do not vary substantially with 
expression (Sup. Fig. 2b, x, z, ab, ae and ag).

Patterns of histone modifications differentiate high and low 
usage poly(A) sites. We compared the HM patterns between 
high and low usage poly(A) sites obtained using EST/cDNAs 
and separately for the subset of these that agreed with the usage 
based on CD4+ T cell RNA-seq data. The pattern is highly simi-
lar for these two sets (Sup. Figs. 3 and 4) and for simplicity we 
have described the findings using the larger EST/cDNA based 
usage set of poly(A) sites. We emphasize that the categorization 
of poly(A) sites by usage is independent of the overall level of gene 
expression. Although the patterns of histone modification were 

Figure 4. Distribution of histone modifications around Poly(A) Sites. 
Profile was obtained by pooling all available HM ChIP-seq tags (see 
Methods) averaged in each 200 bp positional bin and a sliding window 
of 50 bp for all 3' UTR poly(A) sites (green 31,871 sites), only the poly(A) 
sites belonging to high expression genes (red 7,583 sites), only the 
poly(A) sites belonging to the low expression genes (blue 7,577 sites) 
and non-poly(A) positions that form the negative set (black 87,679 
sites). Profiles are centered on poly(A) sites.
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Our conditional probability analysis favors the former causality 
link, that is, PolII pausing affects RNA structure. Even though 
RNA structure depends on the static RNA sequence, with the 
changes in the PolII elongation rate the formation of local RNA 
structure varies due the differences in the availability of the RNA 
sequence. Thus, taken together, our result suggests that high 
nucleosome occupancy downstream of poly(A) sites affects PolII 
pausing, which in turn affects the RNA structure stability mak-
ing it more conducive to recognition of poly(A) sites for cleavage 
and polyadenylation.30,31 We emphasize that our results based on 
statistical analysis of the data does not constitute a proof of this 
causality and it is not inconsistent with potential causal role of 
RNA structure on PolII pausing.29

Chromatin structure as well as poly(A) site usage is often spe-
cific to tissue and developmental stage.5,48,49 Thus, as far as pos-
sible, we obtained our datasets for human CD4+ T cells. The 
nucleosome occupancy, histone modification, PolII occupancy 
and gene expression data were all measured in vivo in human 
CD4+ T cells. Although RNA-seq performed on nuclear extracts 
from CD4+ T cells can, in principle, be used to obtain cell type 
specific usage of poly(A) sites, the tools needed to accurately 
quantify poly(A) site usage from RNA-seq data are not suffi-
ciently accurate. In contrast to exon skipping events, quantifying 
poly(A) site usage requires unambiguously assigning RNA-seq 
reads to each of the alternative poly(A) sites in a gene, which is 
non-trivial especially for the tandem alternative 3' poly(A) sites. 
We have obtained an estimate of relative usage of the poly(A) 
sites from RNA-seq data in CD4+ T cells using the relative usage 
of downstream poly(A) site (RUD) score as described in reference 
50. This measure relies on the mappable reads and thus assumes 
that the lack of reads downstream/upstream of a poly(A) site is 
due to the poly(A) site usage, which may not be true. Also, as 
mentioned previously, this method does not make an attempt to 
probabilistically assign reads to specific poly(A) sites. Therefore 
we also obtained the poly(A) site usage using EST/cDNA data, 
as done previously in reference 14. To be relevant for most cell 
types we focused only on the highly used (≥75%) and rarely used 
(≤25%) poly(A) sites. Furthermore, we used the poly(A) sites that 
were discovered to be high/low usage using both the datasets as 
our high confidence set to verify the findings.

Chromatin can affect both transcriptional and post-transcrip-
tional event by different mechanisms. Nucleosome occupancy 
and epigenomic modifications can affect transcription initiation 
by mediating the interactions between transcription factors and 
the chromatin.51,52 Whereas, due to coupling of transcription and 
mRNA processing, chromatin structure is likely to affect mRNA 
processing via control of transcriptional dynamics.53,54 Spies et al. 
found that Human poly(A) sites were strongly depleted of nucleo-
somes, whereas exons contained distinct peaks in nucleosome occu-
pancy as well as peaks of all methylated forms of histone except 
H3K9me3.14 They also found an inverse correlation between splice 
site strength and nucleosome occupancy and a positive correlation 
between poly(A) site usage and nucleosome occupancy and sug-
gested an interdependence of splicing and polyadenylation mecha-
nism on the chromatin structure, possibly mediated through the 
interactions between nucleosome-associated proteins with RNA 

most discriminating marks resulted in improved classification 
accuracy to 69.7%–74% (95% confidence interval, Sensitivity = 
79%–79.1%, Specificity = 61.1%–61.3%). We repeated the SVM 
classification using the 15 cis elements surrounding the human 
poly(A) sites that have been identified to enhance polyadenyl-
ation,8,39 resulting in classification accuracy of 76.5–76.6% (95% 
confidence interval, Sensitivity = 81.1%–81.2%, Specificity = 
71.8%–71.9%). Thus, HM patterns can be used to discriminate 
high and low usage poly(A) sites with a reasonable accuracy and 
sensitivity, although with a lower specificity as compared to that 
obtained by classification using cis-elements. No improvement in 
performance was achieved by combining the cis-elements with 
the top ten most discriminating HMs (data not shown).

Discussion

A critical aspect of all cellular processes is an accurate and timely 
decoding of genomic information. One of the first and arguably 
the most regulated step in this decoding process is transcription, 
comprised of three separately regulated events—initiation, elon-
gation and termination.43 The last of the three events—termina-
tion, involves cleavage and polyadenylation at the 3' end of the 
mRNA. Recent genome-wide availability of accurately mapped 
3' end of transcripts has led to an increased appreciation of the 
role that alternative polyadenylation plays in generating the rep-
ertoire of gene isoforms and in differential spatio-temporal regu-
lation of isoforms.5,19

The mechanism by which a poly(A) site is recognized by the 
cellular machinery for cleavage and polyadenylation is not entirely 
known.1 Similar to other crucial genomic signals such as tran-
scription initiation sites and splice sites, the identifying features 
of poly(A) site can be grouped into three broad classes pertain-
ing to sequence, structure and epigenomic marks.8,9,14,16,44 Several 
sequence elements enriched near poly(A) sites have been shown 
to facilitate polyadenylation by acting as binding sites for specific 
cleavage and polyadenylation enzymes.45 In addition, mRNA 
structure has been shown to be a critical determinant of poly-
adenylation in vitro.9,10 It has been suggested that structure plays 
a role in poly(A) site definition and selection through the expo-
sure or occlusion of cis elements and by influencing the distance 
separating the poly(A) factor binding sites.11,12 Lastly, poly(A) site 
usage has been shown to correlate with nucleosome occupancy 
immediately downstream of the poly(A) site.14 Here we provide 
a possible mechanistic explanation of this observation by show-
ing correlations between nucleosome occupancy with slowing 
down of PolII elongation perhaps due to PolII pausing and RNA 
structure. Nucleosomes present a barrier to PolII in vitro.46,47 Our 
results based on in vivo data suggest a similar effect. While the 
data show a strong correlation between PolII accumulation and 
stable RNA structure [both correlated to high nucleosome occu-
pancy and poly(A) usage], the causality relationship between the 
two is less clear. While on one hand, PolII pausing which causes 
accumulation of PolII can affect mRNA structure, presumably by 
affecting transcriptional dynamics at poly(A) site,34 on the other 
hand, a more stable RNA structure and a compact chromatin 
downstream of poly(A) sites may jointly affect PolII pausing.29 
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obtained 5,139 high usage sites and 21,204 low usage sites as 
described previously. Based on the GC fraction in the region 
250 bp upstream and 50 bp downstream of the poly(A) site, we 
divided each group into 5 bins of size 0.2 ranging from 0 to 1. For 
each bin with say, m high usage and n low usage poly(A) sites (m 
≤ n), we randomly sampled m out of the n low usage sites. Thus 
overall, the two classes were matched for GC content.

Poly(A) site usage in human CD4+ T cell. Mapped reads 
from RNA-seq performed on nuclear extracts from CD4+ T 
cells were obtained from NCBI’s Gene Expression Omnibus, 
accession number GSM501716.23 For all the alternative poly(A) 
sites in PolyA_DB2,19 we calculated the relative usage of down-
stream poly(A) site (RUD) score, which is the ratio of the den-
sity of downstream reads and density of upstream reads, as 
described in reference 50. For the alternative poly(A) sites in 
the 3' UTR, this score was calculated using the downstream 
region up to the downstream poly(A) site or 500 bp if there 
is no downstream poly(A) site, and upstream region up to the 
previous poly(A) site or up to the last exon start position if no 
upstream 3' UTR poly(A) site exists. For the alternative poly(A) 
sites that do not fall within the 3' UTR, 100 bp downstream 
and upstream regions were considered for the RUD score. As 
in reference 50, the reads mapping to ±10 nt region around the 
poly(A) sites were not used for RUD calculation because the 
cleavage sites are not mapped precisely. Poly(A) sites with RUD 
score ≥1 were considered to be low usage whereas those with 
RUD score in bottom 25 percentile were considered as high 
usage sites. Overall there were 5,532 high usage poly(A) sites 
and 11,767 low usage poly(A) sites.

Nucleosome occupancy, histone modification and PolII 
occupancy in human CD4+ T cell. High-resolution genome-
wide mapping for 37 HMs and histone variant H2A.Z and PolII 
in human CD4+ T cells were obtained from reference 17 and 
18. The genome wide maps of nucleosome occupancy for rest-
ing human CD4+ T cells were obtained from reference 25. All 
genomic coordinates are from the human genome assembly hg18.

Gene expression in human CD4+ T cell. The microarray gene 
expression dataset for resting CD4+ T cells was obtained from 
NCBI’s Gene Expression Omnibus repository under accession 
number GSE10437.25 We performed gcRMA normalization56 on 
the raw cel data files using the software R (www.r-project.org/) 
and Bioconductor (www.bioconductor.org). Probes were mapped 
to all the Refseq Genes from the human genome assembly hg18. 
Multiple probes mapping to the same gene were summarized by 
mean expression.

Controlling GC content to examine the correlation between 
nucleosome occupancy and RNA structure. Downstream 
nucleosome occupancy score was computed as the aggregate 
of the scores in the 600 bp region downstream of the poly(A) 
site using the nucelosome score profiles obtained from reference 
25. These nucleosome score profiles were previously obtained 
by applying a sliding window of 10 bp across all chromosomes. 
All reads mapping to the sense strand 80 bp upstream and 
reads mapping to the antisense strand 80 bp downstream of the 
window contributed equally to the score of the window.25 The 
poly(A) sites were divided into two groups based on the median 

splicing43 and cleavage/polyadenylation factors.2 Our findings are 
consistent with those of Spies et al. and suggest that nucleosome 
occupancy affects recognition of mRNA processing signals [splice 
sites or poly(A) sites] by affecting transcriptional dynamics. Thus, 
our results provide an additional causative link between the epig-
enome and a post-transcriptional event.

We found distinct histone modification patterns surrounding 
polyA sites which not only distinguish functional poly(A) sites 
from putative poly(A) sites but can also discriminate between 
frequently used poly(A) sites from rarely used poly(A) sites with 
an accuracy at least as good as that obtained by using known cis 
elements. There is some loss of accuracy when we used the HMs 
to classify poly(A) site usage as compared to using the cis ele-
ments. This happens due to the fact that the region around the 
poly(A) site used for discrimination is much larger in the case of 
HMs, since it was selected to encompass at least six surrounding 
nucleosomes, and thus overlaps in many cases between the high 
and low usage poly(A) sites. Whereas the cis elements come from 
the surrounding ±100 nt of the poly(A) sites.8 Thus, epigenomic 
features surrounding poly(A) sites appear to encode a substan-
tial portion of the regulatory information. Our analysis revealed 
that some HMs-H2BK5me1, H3K4me1, H3K4me2, H3K4me3, 
H3K9me1, H3K27me1, H3K27me2, have a profile similar to the 
observed pattern of nucleosome depletion around the poly(A) 
sites.14 On the contrary, H3K9me3 and H3R2me2 were found 
to be enriched around the poly(A) site. The HM H3K36me3 
gradually drops off after the poly(A) site, consistent with previous 
suggestion that H3K36me3 recognition by chromatin remodel-
ing complexes might affect the rate of PolII elongation.55 The 
observed diversity in HM patterns, and their ability to distin-
guish functional poly(A) sites from putative sites and high usage 
sites from low usage sites, warrants further analysis into their 
functional role in polyadenylation.

Materials and Methods

Poly(A) site dataset. The poly(A) sites as well as the locations 
of the PAS element were obtained from the PolyA_DB2 data-
base19 which includes 54,686 human poly(A) sites. The genome 
coordinates for these sites were converted to the human genome 
assembly hg18 using the liftOver tool from UCSC Genome 
Browser (genome.ucsc.edu). Of the 54,686 poly(A) sites, 
31,871 were within the 3' UTR of the Refseq gene annotations 
(hg18) downloaded from the UCSC Genome Browser. The 
PolyA_DB2 also provides the number of polyadenylated EST/
cDNA supporting each poly(A) site, which we used to compute 
the poly(A) site usage, defined as the fraction of times a poly(A) 
site is used for a given gene. High usage sites are those that are 
supported by ≥75% EST/cDNAs whereas low usage sites were 
those supported by ≤25% EST/cDNAs. Thus any gene that 
has a highly used poly(A) site is guaranteed to also have one or 
more low usage sites. Only considering the genes with multiple 
poly(A) sites, we obtained 5,139 high usage sites and 21,204 
low usage sites.

Controlling for GC content to compare the RNA struc-
ture stability for high and low usage poly(A) site regions. We 
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Similarly, for the classification between high usage poly(A) 
sites and low usage poly(A) sites, the HM data was mapped in the 
±600 bp of the poly(A) sites. The training set comprised of ran-
domly selected 3,000 poly(A) sites of each type and the test set 
comprised of 4,000 randomly selected poly(A) sites of each type.

The classification features of the 5 (respectively 10) HMs that 
resulted in the best individual accuracies were combined together, 
resulting in 30 (respectively 60) features for each poly(A) site. 
While doing so we selected the top performing marks that were 
not highly correlated with one another in the region ±1,000 bp 
of the poly(A) sites in order to avoid saturation (average pair-wise 
correlation ≤0.6). SVM classification was then repeated on this 
combined dataset as above.

For classification using sequence-based information, we 
used the 15 cis elements surrounding the poly(A) sites (100 bp 
upstream and 100 bp downstream) suggested to enhance polyad-
enylation.8 Position-specific scoring matrices (PSSMs) for these 
elements were obtained8 and the scores were calculated as in ref-
erence 39. The resulting 15 scores were used to train a SVM. The 
same training and test sets constructed above were used.

The above procedures were each repeated on 100 different 
instances of training and test datasets created as described above 
in order to calculate the 95% classification accuracy range.
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nucleosome occupancy score in the region 600 bp downstream: 
High nucleosome (score in top 50 percentile), Low nucleosome 
(score in bottom 50 percentile). Based on the GC content frac-
tion in the region 250 bp upstream and 50 bp downstream of the 
poly(A) site, we divided each of the groups into bins of size 0.2 
ranging from 0 to 1. For each bin with say, m high nucleosome 
occupancy and n low nucleosome occupancy sites (m ≤ n), we 
randomly sampled m out of n low nucleosome occupancy sites. 
Thus overall, the two classes were matched for GC content.

SVM classification based on epigenetic and sequence infor-
mation. SVM classification was carried out using the software 
LIBSVM (www.csie.ntu.edu.tw/~cjlin/libsvm/), using the radial 
basis function kernel with parameters: C = 32 and gamma = 0.5, 
obtained using cross-validation. We also performed the classifi-
cation using the linear kernel as well as polynomial kernel and 
found the classification accuracy to be the highest with the radial 
basis function kernel (data not shown) and hence the results dis-
cussed are those obtained using the radial basis function kernel.

To test the classification of the authentic poly(A) sites from 
poly(A)-like locations, we first identified all genomic locations 
(genic as well as intergenic) that contain the hexamer AATAAA 
(best representative PAS). To avoid selecting undetected poly(A) 
sites from within the gene in our negative set, we further required 
these decoy sites to lie >50kb away from the end of any gene. In 
all we obtained 87,679 such positions across the genome. These 
non-poly(A) positions were used as negative set. All the 31,871 3' 
UTR poly(A) sites made up the positive set. For each position the 
HMs were mapped in the surrounding ±600 bp flanking region 
in 6 bins of 200 bp which corresponded to the six features used 
to train the SVM. For training set, we randomly selected 3,000 
positions from the positive set and 3,000 positions from the nega-
tive set that differ not more that 10% from each other in the 
GC content of the 1,200 bp region used for mapping the histone 
modifications. The test set was similarly constructed using 5,000 
positive and 5,000 negative positions.
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