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Steroid hormone receptors (SHRs) and nuclear receptors
(NRs) in general are flexible, allosterically regulated transcrip-
tion factors. The classic model is inadequate to explain all their
behavior. Keys to function are their regions of intrinsic disorder
(ID). Data show the dynamic structure and allosteric interac-
tions of the three classic SHR domains: ligand-binding (LBD),
DNA-binding (DBD), and N-terminal (NTD). Each responds to
its ligands by stabilizing its structure. The LBD responds to clas-
sic steroidal and nonsteroidal small ligands; both may selec-
tively modify SHR activity. The DBD responds differentially to
the DNA sequences of its response elements. The NTD, with its
high ID content and AF1, interacts allosterically with the LBD
and DBD. Each domain binds heterologous proteins, potential
allosteric ligands. An ensemble framework improves the classic
model, shows how ID regions poise the SHR/NR family for opti-
mal allosteric response, and provides a basis for quantitative
evaluation of SHR/NR actions.

The classic model for nuclear receptors (NRs)2 and the sub-
family of steroid hormone receptors (SHRs) has difficulty
explaining important aspects of SHR/NR function. The classic
model divides SHRs into three domains, ligand-binding (LBD),
DNA-binding (DBD), and N-terminal (NTD), and has served
well (Fig. 1), but some of its premises are limiting its usefulness.
Phenomena for which the classic model is inadequate include
tissue- and cell-specific responses to individual ligands, differ-
ing transcriptional responses imparted by DNA sequences of
response elements (REs), selective effects of isoform-specific
activation function 1 (AF1) regions in the NTD, the widely dif-
fering size and sequence of NTDs, and the lack of stable tertiary

structure in NTDs. Theory and data suggest that such limita-
tions stem from two conceptual weaknesses in the classic mod-
el: 1) the presumption that the major NR domains consist of
structurally stable peptides and 2) the failure of the model to
account for the essential allosteric nature of SHRs/NRs.Herein,
we discuss each of the classic domains, citing examples that
indicate their structurally dynamic nature. We then show how
the intrinsic disorder (ID) found in regions of SHRs/NRs can
optimize allosteric responses.

Dynamic Nature of the LBD

In the classic model, the LBD is a stable, globular, 12-helix
protein (11 in SHRs) with a hinged final helix. LBD function is
defined by its activation function 2 (AF2) subdomain, a surface
controlled by the ligand-driven positioning of the final helix.
This surface consequently displays differential binding to pro-
tein cofactors (CoFs). These interact with SHRs/NRs to collab-
orate in modulating transcription. Hundreds of such CoFs
(Nuclear Receptor Signaling Atlas (NURSA)) (1–3), which
serve as chromatin modifiers, form transient complex protein
clusters with the primary transcription complex (4). The varied
properties of CoFs result in activation or repression of tran-
scription of the relevant gene. Probablymore CoFs, particularly
those that are specific to particular cell types or tissues, are yet
to be found. Success in solving the crystal structures of many
DBDs and LBDs as independent proteins has shown their crys-
tallized forms to be globular (www.ncbi.nlm.nih.gov/sites/en-
trez), but in fact, without ligand, the LBD is rather disordered; it
is the binding of ligand that gives it structure (5–8). SHR LBDs
interact with steroid hormones, and more generally, most NR
LBDs interact with a variety of natural andman-made steroidal
and nonsteroidal molecules. The astounding fact that structur-
ally similar ligands, acting on a single receptor isoform, provoke
differing tissue- and cell type-specific biological effects to reg-
ulate overlapping but also unique sets of genes (9–13) chal-
lenges the classic receptor model. Particularly compelling are
the effects of tamoxifen, developed as a competitive LBD-bind-
ing antagonist to hormonal estrogens. In breast cancer cells,
tamoxifen behaves as expected, but it acts as an agonist in bone
and uterus, an outcome not easy to explain by simple applica-
tion of the classic model (14, 15). If, as antagonist, tamoxifen
works by repositioning the 12th helix so as to allowAF2 to bind
CoFs with co-repressor functions, how can the same ligand act
as an agonist in certain tissues, where the same estrogen recep-
tor (ER) AF2 surface presumablymust bindCoFswith activator
function? Such “mixed function” or “selective response-modi-
fying” LBD ligands have been described for several major
classes of SHRs. The dogma that all agonists differ only in
potency has been discarded. Although the great bulk of genes
are regulated similarly by SHR ligands, data suggest that unique
gene sets of varying size are regulated by each natural or xeno-
biotic LBD ligand. Ligands bound in the LBD exert significant
allosteric effects (16–21) locally and throughout their SHR.
Selective response-modifying ligands for SHRs are being stud-
ied assiduously in hopes of providing just the desired, tissue-

* This work was supported, in whole or in part, by National Institutes of Health
Grant R01-GM63747 and National Science Foundation Grant MCB-
0446050 (to V. J. H.). This work was also supported by the Sealy Foundation
at the University of Texas Medical Branch (to E. B. T.).

1 To whom correspondence should be addressed. E-mail: bthompso@utmb.
edu.

2 The abbreviations used are: NR, nuclear receptor; SHR, steroid hormone
receptor; LBD, ligand-binding domain; DBD, DNA-binding domain; NTD,
N-terminal domain; RE, response element; AF1, activation function 1; AF2,
activation function 2; ID, intrinsic disorder; CoF, cofactor; ER, estrogen
receptor; TF, transcription factor; GR, glucocorticoid receptor; TMAO, tri-
methylamine N-oxide; AR, androgen receptor; LA, low affinity; HA, high
affinity.

THE JOURNAL OF BIOLOGICAL CHEMISTRY VOL. 286, NO. 46, pp. 39675–39682, November 18, 2011
© 2011 by The American Society for Biochemistry and Molecular Biology, Inc. Printed in the U.S.A.

NOVEMBER 18, 2011 • VOLUME 286 • NUMBER 46 JOURNAL OF BIOLOGICAL CHEMISTRY 39675

MINIREVIEW This paper is available online at www.jbc.org



specific effects. For success, these studies must consider how
the allosteric reach of the LBD extends to other domains.
In addition to classic ligands, the various proteins that bind

the LBD (CoFs, chaperones, etc.) can be looked upon as an
additional ligand class (18, 22, 23). Chaperones and associated
proteins that bind to the LBDs of certain SHRs in the absence of
small molecule LBD ligands (24, 25) act to preserve the optimal
configuration of the small molecule-binding pocket and thus
can be thought of as acting locally as classic Koshland allosteric
modifiers (26). SomeCoFs bind directly to theAF2 surface (and
in some instances, other LBD surfaces), where they provide
important chromatin-modifying functions and serve as binding
platforms for the aggregation of additional co-regulatory pro-
teins that collectively determine the transcriptional response.
In binding the LBD, CoFs affect the structural properties of the

SHR; thus, CoFs are allosteric effectors/ligands (18, 27, 28). In
sum, the LBD is malleable, adopting functionally important,
differing structures in response to small molecule and protein
ligands. Ligand binding to the LBD results in allosteric effects in
remote receptor regions.

Dynamic Nature of the DBD

The DBD classically has been defined as a small globular
peptide. In solution, however, the unbound DBD has a flexible
structure (29–32). Recently, it has been shown that for optimal
DNAbinding, an evenmore flexibleC-terminal peptide “exten-
sion” of the DBD is required (33, 34). Thus, the complete DBD
may be considered to include this extension. The accepted
model states that the ligand-activated SHR continually samples
DNA across the vast excess of nonspecific weak binding sites

FIGURE 1. Classic model of SHR function. A, structural architecture: SHRs are composed of three domains with segregated functional roles. The globular
C-terminal LBD (green) binds steroidal or other small ligands. This alters the position of the LBD 12th helix to configure the AF2 surface so as to bind
“ligand-dependent” CoFs containing LXXLL motifs. The globular DBD (blue) recognizes specific DNA sequences. The hinge region (pink) connects the DBD and
LBD. The NTD (yellow; structure undetermined) is of varying length and sequence in the SHR family of TFs. In some NRs, it is absent altogether. When present,
the NTD may bind CoFs without requirement for an LBD ligand (“ligand-independent”). The AF1 regions of the NTD vary in potency for regulating transcription.
B, functional scheme: binding of steroid localizes the SHR to the nucleus. SHRs homodimerize and other NRs heterodimerize and associate with their RE DNA
sequences. The NR-DNA complex attracts CoFs and other proteins of the transcriptional and chromatin-modifying apparatus. TBP, TATA box-binding protein;
TAFs, TBP-binding factors; RNA Pol II, RNA polymerase II.
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until a proper high affinity site is reached (35, 36)). The dynamic
nature of these complexes can be studied by newly developed
applications of NMR (37, 38). In addition to the SHR itself,
other proteins are often involved in the site-specific binding,
e.g. HMG proteins (33, 39). This suggests structure-modifying
effects of the heterologous proteins on the SHR.
In sum, the processes by which SHR/NRDBDs seek and find

their high affinity binding sites strongly suggest flexible
dynamic behavior of their DBDs. The stable interaction of the
DBD with its cognate RE also results in allosteric effects, as
discussed next.

Allosteric Effects of RE-DBD Binding

Contrary to the classic model, the binding interaction
between the DBD of an SHR/NR and its RE does more than
anchor the receptor to a proper genome site. Evidence shows
that the RE is an allosteric ligand, acting through the DBD of
SHRs to influence NR structure at the DBD and beyond (40–
44). In general, higher SHR-RE affinity correlates with stronger
transcriptional activity, but in some cases, the opposite has
been found (43). An extreme example was given in the compar-
ison of two ER REs with equal affinity for the ER. One estrogen
RE engendered a typical transcriptional response; the other was
inactive (45). Such sequence-specific RE effects suggest allos-
teric effects on receptor structure. The effect of high affinity
DBD-DNA binding on protein, e.g. SHR structure, was calcu-
lated. The results suggested that bindingmay involve folding of
some part of the protein (46). Consistent with this, predictive
algorithms (47) indicate that some disorder exists in the DBD.
Globular proteins often contain structurally dynamic regions
important for function (48, 49). Indeed, NMR studies of
dynamics (29, 50–54) show the DBD in solution to be an
ensemble of conformers. The ensemble concept for globular
proteins has been validated crystallographically (55). Upon
DNA binding, the DBD becomes less flexible, and crystallo-
graphic studies providemany valuable snapshots of these struc-
tures, stabilized from among the ensemble of conformations.
Considering the above, it was reasoned that the specific
sequence of a specific binding site for a transcription factor (TF)
affected its structure and function (56). Indeed, glucocorticoid
receptor (GR) DBD structure is subtly altered according to the
specific sequence of the RE to which it is bound. These struc-
tural differences correlate with differences in the spectrum and
extent of genes regulated (43).
The allosteric influence of SHR-DNA binding is not limited

to local DBD effects. In the progesterone receptor, additional
NTD structure upon DNA binding was seen in both the A and
B isoforms (57, 58). Work with the thyroid receptor/retinoid X
receptor heterodimer showed that the sequence of theTRRE to
which it bound influenced the structure and function of the
heterodimer (59). Extensive work on ER� and ER� has shown
that DNA binding and sequence influence overall receptor
structure, binding of CoFs, and transcriptional function (42,
60–62). GR DBD binding to an RE causes acquisition of sec-
ondary and tertiary structure in the disorderedNTD (63), along
with increased binding of several CoFs, the essential function of
AF1. It was predicted that binding of DBDs to REs should cause
acquisition of structure and function in the unstructured

NTDs/AF1s of other SHRs (64, 65) and that the structural
changes should affect AF1 binding to and selection of CoFs.
Consistent with this, it was shown subsequently that the RE-
andAF1-dependent recruitment of TATAbox-binding protein
in vivo correlated with gene induction (66).
Combining the knowledge that RE-DBD interaction results

in altered structure in the DBD and the NTD/AF1 (and the
DNA; not reviewed here), it seems plausible that this binding
event will also show effects on the regions of the NRs that lie
C-terminal to the DBD. The allosteric influences of DNA bind-
ing could thus result in selectivity of further SHR-NR interac-
tions with various heterologous proteins. Such structural
effects will be important for explaining the cell- and gene-spe-
cific effects of SHRs/NRs and their ligands. As different cells
expose differing regulatory regions of their genomes to occu-
pancy by these TFs, cell-specific patterns of gene regulation
result.
These data collectively urge that any SHR/NR model should

include the role of DNA as an allosteric effector, with both local
and remote DBD-specific effects. As described next, it appears
that the property thatmediates the allosteric responses of these
proteins is their intrinsic structural disorder.

Disorder Is the Key to NTD Functions

NTDs of SHRs/NRs have been difficult to study structurally;
until recently, this limited the understanding of their mecha-
nisms. Mutational mapping and domain swapping studies
established the importance of NTDs and their AF1 regions for
transcription regulation. Coupled with structural studies, the
data show that like AF2 regions, AF1 regions function as allos-
teric sites that bind various CoFs. The critical property for
NTD/AF1 function seems to be ID. To appreciate this property,
it is necessary briefly to consider ID proteins in general.

Properties of ID Proteins

ID proteins or regions can be thought of as a set of rapidly
interchanging unfolded or only partially folded conformers.
These proteins may have evolved so that a compact structure is
simply too unstable to be significantly populated under ordi-
nary physiological conditions, or they may never adopt a com-
pact globular structure. It is clear that ID domains can tran-
siently adopt secondary and/or tertiary structure as part of their
functional cycle (67). The lack of stable conformation in ID
proteins is due to their unique amino acid content: high per-
centages of certain charged amino acids and low proportions of
hydrophobic amino acids (68–72). Although ID proteins lack
any signature sequence motif, their special properties permit
computer programs to predict their existence (47). These pre-
dict that 20–30% of the mammalian proteome exists as ID
regions and that 70% of transcription factors (TFs) contain ID
regions (71, 73). It appears that the proteins regulating tran-
scription are specifically designed to contain ID regions. SHRs
and several other important classes of NRs have ID regions,
especially in NTDs and their AF1 subdomains. The enhance-
ment of ID sequences in TFs and the effect of ligand binding on
these ID sequences strongly suggest a functional significance
for ID in signal transduction.
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Role of ID in SHR/NR Function

Isoform comparisons and NTD swapping experiments
have shown that differing NTD/AF1s impart uniquely differ-
ent potencies, gene selectivities, and responses to LBD
ligands (74–76). NTDs differ widely in size, sequence, and
ID content, and the pattern of ID regions seems specific for
each NTD class. The AF1 subregions of NTDs have been
shown to have some secondary structure, probably the aver-
age of a multitude of distinct states in the ensemble (see Fig.
3). Only detailed studies will reveal their intimate organiza-
tion. Therefore, hereafter, we refer to NTDs and AF1 regions
simply as ID, with the understanding that they consist of a
variety of transient conformers, perhaps with some relatively
stable regions. Because it is likely that NTDs/AF1s achieve
structure(s) as they interact with varying CoFs, it is impor-
tant to understand the forces controlling the shift from ID to
structure and to learn the properties of the structures
reached. Several ways of producing structure in AF1 regions
of SHRs have been discovered. The first was by use of organic
osmolytes, e.g. trimethylamine N-oxide (TMAO). Organic
osmolytes of several chemical types, known to induce pro-
tein folding, are found in all cells. Such stabilizing osmolytes
are well known in nature, where they are produced intracel-
lularly and function to protect cellular proteins against dam-
aging conditions, such as high extracellular osmolarity and
extremes of temperature (77–79). Protective osmolytes can
induce return of functioning structure to enzymes unable to
fold spontaneously (80). TMAO caused a cooperative shift
from a disordered to an ordered state in the GR AF1/NTD,
and this effect was soon replicated on the androgen receptor
(AR) AF1 and the mineralocorticoid receptor (81–83). The
folded forms showed both secondary and tertiary structure;
these were found to be in a relatively dynamic state, i.e. the
conformers with tertiary structure were in rapid exchange
with less structured states (84). The stabilized conformers
showed increased function by enhanced binding of known
CoFs (85).
Because evidence indicates that when TFs are bound to

appropriate protein partners, their ID regions are frequently in
a relatively stable structured state (67), and because TMAO
enhances formation of structure in the GR and AR NTDs, with
enhanced binding of certain CoFs, the possibility arises that
direct CoF binding could promote structure in SHRNTDs. For
the GR, mineralocorticoid receptor, and AR, this was shown to
be the case (82, 84, 86).
The third method showed that binding of a GR or progester-

one receptor to a palindromic glucocorticoid RE induced struc-
ture in theNTD (57, 63). Thus, anRE acts as an allosteric ligand,
with structural consequences in the NTD (65). Because we
know that the base sequence of anRE affects the choice of genes
regulated through transcription and the potency of the regula-
tion, it seems likely that the allosterically induced structure in
the NTD/AF1 provides part of the mechanism for that RE-spe-
cific regulation. The detailed structures induced in the NTD/
AF1 by osmolytes, remote RE-DBD interaction, or direct CoF
binding remain unknown. The data clearly show, however, that
there is increased tertiary structure and increased helical con-

tent. Whatever conformations are formed are still dynamic, an
ensemble of interchanging structures that is on average much
more stable than the original ID state. Whether this corre-
sponds to an equilibrium between a folded and an unfolded
conformation or whether there is an ensemble of partially
folded states is unknown. It may be that ID regions fold into
more than one structure that can bind to another protein with
high affinity (87, 88). Because various cell types contain unique
combinations of ubiquitous and cell-specific CoFs with which
NRs must interact to regulate transcription, it seems plausible
that the ID regions found in the SHRNTDs/AF1swould be able
to shift rapidly between conformers. By doing so, NTDs/AF1s
may be able to sift through the multiple potential CoFs being
encountered.
It may also be the case that a large disordered domain con-

tains multiple CoF-binding regions, such that each ID region
adopts a more or less unique conformation when bound to
its CoF. Differences in function could result because the var-
ious binding sites fold in different combinations in the con-
text of different cellular milieus. We suggest that a produc-
tive and more quantitative way to think of these regions is as
an ensemble of multiple conformers (89), some of which can
be stabilized by allosteric interactions, secondary modifica-
tions, and cellular conditions (such as pH, salts, and
osmolyte content). The value of this approach to the prob-
lem has been demonstrated (90, 91). The properties of such
conformers can be examined by quantitative methods. Some
in vitro conditions may sufficiently stabilize some conform-
ers so that they can be studied crystallographically. However,
this model also predicts that no single static structure will
give a complete understanding of the actions of ID regions.
For that, methods that follow the dynamic properties of the
SHRs and their family will be required.

ID Regions in SHRs, NRs, and TFs Optimize Allosteric
Coupling

Because each major domain of an SHR can reversibly bind
various ligands, what is the effect of such binding at one
domain on the capacity of another domain to bind its own
ligands? The fundamental value of the ID regions and how
they interact with folded domains can be appreciated in
quantitative terms. Consider a two-domain protein, com-
posed of domains I and II, connected through an interface
(Fig. 2). This example would be analogous to the observed
mutual impact of the DBD and NTD of an SHR wherein the
binding to the RE DNA induces structure in the NTD. In Fig.
2, domain I is represented as relatively well folded, like the
DBD, and can populate a low (LA) or high (HA) affinity state.
Domain II, similar to the NTD, is an ID domain, also with LA
and HA states, except that the LA state is disordered and the
HA state is structured (similar to the NTD). For this model,
domain I can bind ligand A, and domain II can bind ligand B,
and the protein can exist in four possible states: 1) both
domains I and II in LA states, 2) domain I in an LA state and
domain II in an HA state, 3) domain I in an HA state and
domain II in a LA state, and 4) both domains I and II in HA
states. Classic equilibrium relations allow calculation of the
probabilities for the protein to be in any of the four states
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(91–93), given the intrinsic free energies of domains I and II
and the interaction between them. The ability of each
domain to “sense” the other domain stems from the fact that
the energy of each of the four states, relative to the state in
which both domains are in their HA conformations, is deter-
mined by the HA/LA energy difference in the relevant
domain plus the energy required to break the domain-do-
main interaction (�gint). Although the precise magnitude of
this coupling will depend on the balance of energies, a nec-
essary condition is that the coupling energy be non-zero (i.e.

�gint � 0). When �gint is positive, it is energetically unfavor-
able to break the interaction between the HA forms of each
domain, and when �gint is negative, it is energetically favor-
able to break the interaction.
Upon binding a ligand, ID proteins often fold their disor-

dered domain, and for several SHRs, direct binding of a pro-
tein ligand, e.g. a CoF to the disordered NTD/AF1, results in
folding of the NTD/AF1. Therefore, in themodel, the folding
of the NTD can also be allosterically induced by ligand bind-
ing in another domain. This can be shown in the model by
adding ligand, which redistributes the ensemble probabili-
ties. The impact that the redistribution has on the ensemble
properties depends on the probabilities of each state prior to
the addition of ligand. Importantly, the response of the sys-
tem to the addition of ligand depends on where the equilib-
rium is poised prior to ligand addition, and where it is poised
is determined by the magnitudes of the intrinsic stabilities
and interaction energies between the domains. For the
example shown, the addition of ligand A promotes the tran-
sition from the LA state of domain I to the HA state. For the
particular parameters chosen for Fig. 2, redistribution to the
HA states of domain I also causes a shift to the folded HA
states of domain II. Such a scenario is consistent with the
impact of RE DNA binding to the DBD of an SHR, where
binding of the RE would promote the HA state of the DBD. If
the balance between the conformational and interaction
coupling energies between the domains is within a specific
set of values (see below), redistribution to the HA state of the
DBD results in a commensurate redistribution to the HA or
folded state of ID domain II. In other words, DNA binding to
the DBD could fold the ID NTD and thus increase its affinity
for NTD-binding proteins. Is this what is actually happening
in SHRs? This simple model has important implications for
SHR function. The response of the system depends on the
relative probabilities (P) of the different states. Under one
particular set of conditions (Fig. 2), the addition of ligand A
increases the ability of the system to bind ligand B, making
ligand A a positive allosteric effector for ligand B under these
conditions. However, because the response is determined by
the magnitudes of the probabilities, the same four states can
be poised in such a way as to make ligand A a negative allos-
teric effector for ligand B. Thus, within the context of even
the most simple manifestation of the ensemble model, it is
straightforward to understand how a single ligand can act as
an agonist under one set of conditions and as an antagonist
under another set of conditions: the ensemble need only be
poised differently prior to activation. In the case of SHRs
(Fig. 3), integrating the ensemble model into the classic SHR
model provides a new framework within which functional
differences can be addressed. For instance, a long-standing
problem in explaining all SHR actions is lack of a mechanism
as to how these TFs have such tissue and cell specificity of
action. The original discovery of SHRs (94) was based on the
hypothesis that steroid class-specific receptors would be
concentrated in appropriate target tissues, e.g. the ER in the
uterus. These SHRs would bind the proper circulating ste-
roid for actions in that tissue. This mechanism may apply
sometimes, as in the differential expression of certain SHR

FIGURE 2. Tuning the protein ensemble can modulate allosteric control. A
simple two-domain model can be used to demonstrate how changing the
probabilities of states can result in differential allosteric effects. A, a two-do-
main protein is shown, with the domains connected through an interface.
Each domain has an equilibrium between a HA and LA state, which is gov-
erned by the intrinsic stability terms (�GI and �GII). The LA state can be ID (as
with the NTDs of the SHRs) or just an alternative conformation (as with the
DBDs of SHRs). Coupling between domains is facilitated by an interaction
energy (�gint), which determines the energetic cost of having the HA states
populated in each domain simultaneously. B, Le Chatelier’s principle dictates
that the addition of ligand will stabilize the HA state of a particular domain,
causing a ligand-induced redistribution of the ensemble. In this example, the
addition of ligand A stabilizes the HA state of domain I, and the resultant
redistribution also stabilizes the HA state for domain II. The observed effect is
an apparent increase in the affinity of the protein for ligand B (i.e. ligand A is a
positive allosteric effector of ligand B). However, the impact that such a redis-
tribution will have on the affinity of the protein for a second ligand will
depend on where the equilibrium is poised prior to stimulation with ligand A.
The probabilities (P) of each form under specific sets of conditions are shown.
When this model was exhaustively explored, it was found that ID could be
used to tune the allosteric response of a protein, with some parameter com-
binations producing positive coupling and others producing negative cou-
pling (91).
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isoforms in various tissues or in cell sets within an organ, and
at various times during development (95–99). However, it is
apparent that many NRs, GR� for example, are abundant in
widespread tissues. Thus, the original hypothesis cannot
explain the tissue-specific effects of widely expressed SHRs.
Many other factors may influence NR behavior, including
signaling pathway cross-talk, the metabolic state of each cell,
paracrine signaling pathways, and tissue-specific CoFs. We
suggest that the ensemble nature of the SHR and, in partic-
ular, the ID properties of the NTD/AF1 contribute signifi-
cantly to the cell and tissue specificity of SHR/NR action.
Conformational plasticity provides a wide range of different
states that an NR can populate, and the broad conforma-
tional repertoire also provides a range of regulatory possibil-
ities. Having multiple conformers in the ensemble allows
precise tuning, permitting interactions with differing poten-
tial ligands, including proteins, small molecules, and REs.
Conformational diversity even allows the same ligand to act
as agonist or antagonist depending on how the SHR states
are poised prior to activation.

Conclusions

NRs should not be viewed as simple articulated sets of linked
globular domains; the allosteric properties of NRs are essential
to their function. SHRs (and by extension, all NRs) are structur-
ally much more dynamic proteins than is represented by tradi-
tional models, and each of the three classic SHR domains has a
dynamic ensemble of structures that respond to a variety of
ligands, including small molecules, DNA sequence, and heter-
ologous proteins. The LBD and DBD each undergo ligand-

driven structural stabilization that drives remote allosteric
responses. LBD ligands include a variety of natural and man-
made small molecules (steroids and nonsteroidal xenobiotics),
which influence the AF2 surface and other regions in ligand-
specific ways. For the DBD, high affinity RE sites, which vary
considerably in sequence for each class of SHR, represent
ligands that variably affect DBD structure, resulting in differen-
tial selection of genes regulated and the extent of that regula-
tion. Besides local allosteric effects, RE-DBD binding causes
increased structure in the otherwise ID NTD. This more struc-
tured NTD/AF1 shows increased affinity for important known
CoFs. It is increasingly clear that ID is important for mediating
allosteric control, as demonstrated theoretically and experi-
mentally (91, 92, 100). By examining how the response of the
protein ensemble to ligand can drive allosteric coupling, we
have shown that the presence of one or more ID regions in a
protein canmodulate allosteric coupling between domains. Just
as important as showing how ID can facilitate allostery is that
the ensemble model provides a framework for understanding
the broader principles at play in NR function. Because the
response of the protein to ligand depends on the relative stabil-
ities of states prior to activation, NRs and indeed most TFs can
no longer be viewed as switches with fixed committed
responses. To the contrary, the ensemble can be viewed as func-
tionally “pluripotent,” having the capability to up- or down-
regulate a specific set of activities depending on the relative
stabilities of the various states in the ensemble. It is hoped that
this ensemble view of NR function will provoke a re-evaluation
of data and provide novel insights fromwhich new experiments
will be conducted.
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