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Abstract
Accurate electrostatic descriptions of aqueous solvent are critical for simulation studies of bio-
molecules, but the computational cost of explicit treatment of solvent is very high. A
computationally more feasible alternative is a generalized Born implicit solvent description which
models polar solvent as a dielectric continuum. Unfortunately, the attainable simulation speedup
does not transfer to the massive parallel computers often employed for simulation of large
structures. Longer cutoff distances, spatially heterogenous distribution of atoms and the necessary
three-fold iteration over atom-pairs in each timestep combine to challenge efficient parallel
performance of generalized Born implicit solvent algorithms. Here we report how NAMD, a
parallel molecular dynamics program, meets the challenge through a unique parallelization
strategy. NAMD now permits efficient simulation of large systems whose slow conformational
motions benefit most from implicit solvent descriptions due to the inherent low viscosity.
NAMD’s implicit solvent performance is benchmarked and then illustrated in simulating the
ratcheting Escherichia coli ribosome involving ~250,000 atoms.

Introduction
Molecular dynamics (MD) is a computational method1 employed for studying the dynamics
of nanoscale biological systems on nanosecond to microsecond timescales.2 Using MD,
researchers can utilize experimental data from crystallography and cryo-electron microscopy
(cryo-EM) to explore the functional dynamics of biological systems.3

Because biological processes take place in the aqueous environment of the cell, a critical
component of any biological MD simulation is the solvent model employed.4,5 An accurate
solvent model must reproduce water’s effect on solutes such as the free energy of solvation,
dielectric screening of solute electrostatic interactions, hydrogen bonding and van der Waals
interactions with solute. For typical biological MD simulations, solute is comprised of
proteins, nucleic acids, lipids or other small molecules.

Two main categories of solvent models are explicit and implicit solvents. Explicit solvents,
such as SPC6 and TIP3P,7 represent water molecules explicitly as a collection of charged
interacting atoms and calculate a simple potential function, such as Coulomb electrostatics,
between solvent and solute atoms. Implicit solvent models, instead, ignore atomic details of
solvent and represent the presence of water indirectly through complex interatomic
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potentials between solute atoms only.8–10 There are advantages and disadvantages of each
solvent model.

Simulation of explicit water is both accurate and natural for MD, but often computationally
too demanding, not only since the inclusion of explicit water atoms increases a simulation’s
computational cost through the higher atom count, but also because water slows down
association and disassociation processes due to the relatively long relaxation times of
interstitial water.11 The viscous drag of explicit water also retards large conformation
changes of macromolecules.12

An alternative representation of water is furnished by implicit solvent descriptions which
eliminate the need for explicit solvent molecules. Implicit water remains always equilibrated
to the solute. The absence of explicit water molecules also eliminates the viscosity imposed
on simulated solutes, allowing faster equilibration of solute conformations and better
conformational sampling. Examples of popular implicit solvent models are Poisson-
Boltzmann electrostatics,13,14 screened Coulomb potential,9,15 analytical continuum
electrostatics16 and generalized Born implicit solvent.17

The generalized Born implicit solvent (GBIS) model, used by MD programs
CHARMM,18,19 Gromacs,20,21 Amber22 and NAMD,23,24 furnishes a fast approximation for
calculating the electrostatic interaction between atoms in a dielectric environment described
by the Poisson-Boltzmann equation. The GBIS electrostatics calculation determines first the
Born radius of each atom, which quantifies an atom’s exposure to solvent, and, therefore, its
dielectric screening from other atoms. The solvent exposure represented by Born radii can
be calculated with varying speeds and accuracies25 either by integration over the molecule’s
interior volume26,27 or by pairwise overlap of atomic surface areas.17 GBIS calculations
then determine the electrostatic interaction between atoms based on their separation and
Born radii.

GBIS has benefited MD simulations of small molecules.28 For the case of large systems,
whose large conformational motions29 may benefit most from an implicit solvent
description, but which must be simulated on large parallel computers,30 the challenge to
develop efficient parallel GBIS algorithms remains. In the following, we outline how
NAMD addresses the computational challenges of parallel GBIS calculations and efficiently
simulates large systems, demonstrated through benchmarks as well as simulations of the
Escherichia coli ribosome, a RNA-protein complex involving ~250,000 atoms.

Methods
In order to characterize the challenges of parallel generalized Born implicit solvent (GBIS)
simulations, we first introduce the key equations employed. We then outline the specific
challenges that GBIS calculations pose for efficient parallel performance as well as how
NAMD’s implementation of GBIS achieves highly efficient parallel performance. GBIS
benchmark simulations, which demonstrate NAMD’s performance, as well as the ribosome
simulations, are then described.

Generalized Born Implicit Solvent Model
The GBIS model8 represents polar solvent as a dielectric continuum and, accordingly,
screens electrostatic interactions between solute atoms. GBIS treats solute atoms as spheres
of low protein dielectric (εp = 1), whose radius is the Bondi31 van der Waals radius, in a
continuum of high solvent dielectric (εs = 80).

Tanner et al. Page 2

J Chem Theory Comput. Author manuscript; available in PMC 2012 November 8.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



The total electrostatic energy for atoms in a dielectric solvent is modeled as the sum of
Coulomb and generalized Born (GB) energies,8

(1)

The total Coulomb energy for the system of atoms is the sum over pairwise Coulomb
energies,

(2)

where the double summation represents all unique pairs of atoms within the interaction
cutoff; the interaction cutoff for GBIS simulations is generally in the range 16–20 Å, i.e.,
longer than for explicit solvent simulations, where it is typically 8–12 Å. The reason for the
wider cutoff is that particle-mesh Ewald summations, used to describe long-range Coulomb
forces, cannot be employed for treatment of long-range GBIS electrostatics.

The pairwise Coulomb energy,  in eq. 2, is

(3)

where ke = 332 (kcal/mol)Å/e2 is the Coulomb constant, qi is the charge on atom i, and ri j is
the distance between atoms i and j. The total GB energy for the system of atoms is the sum
over pairwise GB energies and self-energies given by the expression

(4)

where the pair-energies and self-energies are defined as8

(5)

Here, Di j is the pairwise dielectric term,32 which contains the contribution of an implicit ion
concentration to the dielectric screening, and is expressed as

(6)

where κ−1 is the Debye screening length which represents the length scale over which
mobile solvent ions screen electrostatics. For an ion concentration of 0.2 M, room

temperature water has a Debye screening length of κ−1 = ~7 Å.  is8
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(7)

The form of the pairwise GB energy in eq. 5 is similar to the form of the pairwise Coulomb
energy in eq. 3, but is of opposite sign and replaces the 1/ri j distance dependence by

. The GB energy bears a negative sign because the electrostatic screening counteracts

the Coulomb interaction. The use of , instead of ri j, in eq. 5 heavily screens the
electrostatic interaction between atoms which are either far apart or highly exposed to
solvent. The more exposed an atom is to high solvent dielectric, the more it is screened
electrostatically, represented by a smaller Born radius, αi.

Accurately calculating the Born radius is central to a GBIS model as the use of perfect Born
radii allows the GBIS model to reproduce, with high accuracy, the electrostatics and
solvation energies described by the Poisson-Boltzmann equation,33 and does it much faster
than a Poisson-Boltzmann or explicit solvent treatment.34 Different GBIS models vary in
how the Born radius is calculated; models seek to suggest computationally less expensive
algorithms without undue sacrifice in accuracy. Many GBIS models35 calculate the Born
radius by assuming atoms are spheres whose radius is the Bondi31 van der Waals radius and
determine an atom’s exposure to solute through the sum of overlapping surface areas with
neighboring spheres.36 The more recent GBIS model of Onufriev, Bashford and Case
(GBOBC), applied successfully to MD of macromolecules37,38 and adopted in NAMD,
calculates the Born radius as

(8)

where ψi, the sum of surface area overlap with neighboring spheres, is calculated through

(9)

As explained in prior studies,35,36,38 H(ri j,ρi,ρj) is the surface area overlap of two spheres
based on their relative separation, ri j, and radii, ρi and ρi0; the parameters δ, β and γ in eq. 8
have been calculated to maximize agreement between Born radii described by eq. 8 and
those derived from Poisson-Boltzmann electrostatics.38 ρi and ρj are the Bondi31 van der
Waals radii of atoms i and j, respectively, while ρi0 is the reduced radius, ρi0 = ρi − 0.09 Å,
as required by GBOBC.38

The total electrostatic force acting on an atom is the sum of Coulomb and GB forces; the net
Coulomb force on an atom is given by

(10)
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whose derivative ( ) is inexpensive to calculate. The required derivatives

( ) for the GB force, however, are much more expensive to calculate because 
depends on inter-atomic distances, ri j, both directly (c.f. eqs. 5 and 7) and indirectly through
the Born radius (c.f. eqs. 5, 7, 8 and 9). The net GB force on an atom is given by

(11)

with r ⃗i j = r ⃗j − r ⃗i. The required partial derivative of  with respect to a Born radius, αk, is

(12)

The summations in eqs. 9, 11 and 12, require three successive iterations over all pairs of
atoms for each GBIS force calculation, whereas calculating Coulomb forces for an explicit
solvent simulation requires only one such iteration over atom-pairs. Also, because of the
computational complexity of the above GBIS equations, the total cost of calculating the
pairwise GBIS force between pairs of atoms is ~7× higher than the cost for the pairwise
Coulomb force. For large systems and long cutoffs, the computational expense of implicit
solvent simulations can exceed that of explicit solvent simulations; however, in this case, an
effective speed-up over explicit solvent still arises due to faster conformational exploration
as will be illustrated below. The trade-off between the speedup of implicit solvent models
and the higher accuracy of explicit solvent models is still under investigation.34 Differences
between GBIS and Coulomb force calculations create challenges for parallel GBIS
simulations that do not arise in explicit solvent simulations.

Challenges in Parallel Calculation of GBIS Forces
Running a MD simulation in parallel requires a scheme to decompose the simulation
calculation into independent work units that can be executed simultaneously on parallel
processors; the scheme employed for decomposition strongly determines how many
processors the simulation can efficiently utilize and, therefore, how fast the simulation will
be. For example, a common decomposition scheme, known as spatial or domain
decomposition, divides the simulated system into a three-dimensional grid of spatial
domains whose side length is the interaction cutoff distance. Because the atoms within each
spatial domain are simulated on a single processor, the number of processors utilized equals
the number of domains.

Although explicit solvent MD simulations perform efficiently in parallel, even for simple
schemes such as naive domain decomposition, the GBIS model poses unique challenges for
simulating large systems on parallel computers. We outline here the three challenges arising
in parallel GBIS calculations and how NAMD addresses them. For the sake of concreteness,
we use the SEp22 dodecamer (PDB ID 3AK8) as an example as shown in Figure 1.
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Challenge 1: Dividing workload among processors—With a 12 Å cutoff,
traditional domain decomposition divides the SEp22 dodecamer explicit solvent simulation
(190,000 protein and solvent atoms) into 7 × 7 × 7 = 343 domains which efficiently utilize
343 processors (see Figure 1A). Unfortunately, with a 16 Å cutoff for the implicit solvent
treatment, the same decomposition scheme divides the system (30,000 protein atoms) into 4
× 4 × 4 = 64 domains which can only utilize 64 processors (see Figure 1B). An efficient
parallel GBIS implementation must employ a decomposition scheme which can divide the
computational work among many (hundreds or thousands) processors (see Figure 1C).

Challenge 2: Workload imbalance from spatially heterogenous atom
distribution—Due to the lack of explicit water atoms, the spatial distribution of atoms in a
GBIS simulation (see Figure 2) is not uniform as it is for an explicit solvent simulation (see
Figure 1A); some domains contain densely packed atoms while others are empty (see Figure
1B). Because the number of atoms varies highly among implicit solvent domains, the
workload assigned to each processor also varies highly. The highly varying workload among
processors for domain decomposition causes the naive decomposition scheme to be
inefficient and, therefore, slow. An efficient parallel GBIS implementation must assign and
maintain an equal workload on each processor (see Figure 1C).

Challenge 3: Three iterations over atom-pairs per timestep—Instead of requiring
one iteration over atom-pairs to calculate electrostatic forces, GBIS requires three
independent iterations over atom-pairs (c.f. eqs. 9, 11 and 12). Because each of these
iterations depends on the previous iteration, the cost associated with communication and
synchronization is tripled. An efficient parallel GBIS implementation must schedule
communication and computation on each processor as to maximize efficiency.

Parallelization Strategy
NAMD’s unique strategy39 for fast parallel MD simulations23 enables it to overcome the
three challenges of parallel GBIS simulations. NAMD divides GBIS calculations into many
small work units using a three-tier decomposition scheme, assigns a balanced load of work
units to processors, and schedules work units on each processor to maximize efficiency.

NAMD’s three-tier work decomposition scheme40 directly addresses Challenge 1 of parallel
GBIS calculations. NAMD first employs domain decomposition to initially divide the
system into a three-dimensional grid of spatial domains. Second, NAMD assigns a force
work unit to calculate pairwise forces within each domain and between each pair of adjacent
domains. Third, each force work unit is further partitioned into up to ten separate work units,
where each partition calculates only one tenth of the atom-pairs associated with the force
work unit. Dividing force work units into partitions based on computational expense avoids
the unnecessary communication overhead arising from further partitioning already
inexpensive force work units belonging to under populated domains. Adaptively partitioning
the force work units based on computational expense improves NAMD’s parallel
performance even for non-implicit solvent simulations. NAMD’s decomposition scheme is
able to finely divide simulations into many (~40,000 for SEp22 dodecamer) small work
units and, thereby, utilize thousands of processors.

NAMD’s load balancer, a tool employed to ensure each processor carries an equivalent
workload, initially distributes work units evenly across processors, thus partially
overcoming Challenge 2 of parallel GBIS calculations. However, as atoms move during a
simulation, the number of atoms in each domain fluctuates (more so than for the explicit
solvent case) which causes the computational workload on each processor to change.
NAMD employs a measurement based load balancer to maintain a uniform workload across
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processors during a simulation; periodically, NAMD measures the computational cost
associated with each work unit and redistributes work units to new processors as required to
maintain a balanced workload among processors. By continually balancing the workload,
NAMD is capable of highly efficient simulations despite spatially heterogeneous atom
distributions common to implicit solvent descriptions.

Though the three iterations over atom-pairs hurt parallel efficiency by requiring additional
(compared to the explicit solvent case) communication and synchronization during each
timestep, NAMD’s unique communication scheme is able to maintain parallel efficiency.
Unlike most MD programs, NAMD is capable of scheduling work units on each processor in
an order which overlaps communication and computation, thus maximizing efficiency.
NAMD’s overall parallel strategy of work decomposition, workload balancing and work
unit scheduling permits fast and efficient parallel GBIS simulations of even very large
systems.

Performance Benchmark
To demonstrate the success of NAMD’s parallel GBIS strategy, protein systems of varying
sizes and configurations were simulated on 2–2048 processor cores using NAMD version
2.8. We also compare against an implementation of domain decomposition taken from
Amber’s PMEMD version 9,22 which also contains the original implementation of the
GBOBC implicit solvent model.38 The benchmark consists of six systems, listed in Table 2
and displayed in Figure 2, chosen to represent small (2,000 atoms), medium (30,000 atoms)
and large (150,000 atoms) systems.

The following simulation parameters were employed for the benchmark simulations. A
value of 16 Å was used for both nonbonded interaction cutoff and the Born radius
calculation cutoff. An implicit ion concentration of 0.3 M was assumed. A time step of 1 fs
was employed with all forces being evaluated every step. System coordinates were not
written to a trajectory file. For the explicit solvent simulation (Table 2: 3AK8-E),
nonbonded interactions were cutoff and smoothed between 10 and 12 Å, with PME41

electrostatics, which require periodic boundary conditions, being evaluated every four steps.

Simulations were run on 2.3 GHz processors with 1 GB/s network interconnect for 600
steps. NAMD’s speed is reported during simulation and was averaged over the last 100 steps
(first 500 steps are dedicated to initial load balancing). The speed of the domain
decomposition implementation, in units seconds per timestep, was calculated as (“Master
NonSetup CPU time”)/(total steps); simulating up to 10,000 steps did not return noticeably
faster speeds. Table 2 reports the simulation speeds in seconds/step for each benchmark
simulation; Figure 3 presents simulation speeds scaled by system size in terms of the
number of pairwise interactions per second (pips) calculated.

Implementation Validation
The correctness of our GBIS implementation was validated by comparison to the method’s38

original implementation in Amber.22 Comparing the total electrostatic energy (see eq. 1) of
the six test systems as calculated by NAMD and Amber demonstrates their close agreement.
Indeed, Table 1 shows that the relative error, defined through

(13)

is less than 4 × 10−5 for all structures in Figure 2.
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Molecular Dynamics Flexible Fitting of Ribosome
To illustrate the utility of NAMD’s parallel GBIS implementation, we simulate the
Escherichia coli ribosome. The ribosome is the cellular machine that translates genetic
information on mRNA into protein chains.

During translation, tRNAs, with their anti-codon loops to be matched to the genetic code on
mRNA, carry amino acids to the ribosome. The synthesized protein chain is elongated by
one amino acid each time a cognate tRNA (with its anti-codon loop complementary to the
next mRNA codon) brings an amino acid to the ribosome; a peptide bond is formed between
the new amino acid and the existing protein chain. During protein synthesis, the ribosome
complex fluctuates between two conformational states, namely the so-called classical and
ratcheted state.42

During transition from classical to ratcheted state, the ribosome undergoes multiple, large
conformational changes, including an inter-subunit rotation between its 50S and 30S
subunits42 and the closing of its L1 stalk in the 50S subunit43 (see Figure 4). The large
conformational changes during the transition from classical to ratcheted state are essential
for translation44 as suggested by previous cryo-EM data.45 To demonstrate the benefits of
NAMD GBIS, we simulate the large conformational changes during ratcheting of the
~250,000-atom ribosome using molecular dynamics flexible fitting.

The molecular dynamics flexible fitting (MDFF) method3,46,47 is a MD simulation method
that matches crystallographic structures to an electron microscopy (EM) map;
crystallographic structures often correspond to non-physiological states of biopolymers
while EM maps correspond often to functional intermediates of biopolymers. MDFF-derived
models of the classical and ratcheted state ribosome provide atomic-level details crucial to
understanding protein elongation in the ribosome. The MDFF method adds to a conventional
MD simulation an EM map-derived potential, thereby driving a crystallographic structure
towards the conformational state represented by an EM map. MDFF was previously applied
to successfully match crystallographic structures of the ribosome to ribosome functional
states as seen in EM.48–52 Shortcomings of MDFF are largely due to the use of in vacuo
simulations; such use was necessary hitherto as simulations in explicit solvent proved too
cumbersome. Implicit solvent MDFF simulations promise a significant improvement of the
MDFF method. We applied MDFF here, therefore, to fit an atomic model of a classical state
ribosome into an EM map of a ratcheted state ribosome.45

The classical state in our simulations is an all-atom ribosome structure53 with 50S and 30S
subunits taken from PDB IDs 2I2V and 2I2U, respectively,54 and the complex fitted to an
8.9 Å resolution classical state EM map.45 In the multistep protocol for fitting this classical
state ribosome to a ratcheted state map,46 the actual ribosome is fitted first, followed by
fitting the tRNAs. Since the fitting of the ribosome itself exhibits the largest conformational
changes (inter-subunit rotation and L1-stalk closing), we limit our MDFF calculation here to
the ribosome and do not include tRNAs.

Three MDFF simulations were performed using NAMD23 and analyzed using VMD.55 The
MDFF simulations are carried out in explicit TIP3P7 solvent, in implicit solvent and in
vacuo. All simulations were performed in the NVT ensemble with the AMBER99 force
field,56 employing the SB57 and BSC058 corrections and accounting for modified
ribonucleosides.59 The grid scaling parameter,3 which controls the balance between MD
force field and the EM-map derived force field, was set to 0.3. Simulations were performed
using a 1 fs timestep with nonbonded forces being evaluated every two steps. Born radii
were calculated using a cutoff of 14 Å, while the nonbonded forces were smoothed and cut
off between 15 and 16 Å. An implicit ion concentration of 0.1 M was assumed with protein
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and solvent dielectric set to 1 and 80, respectively. A Langevin thermostat with a damping
coefficient of 5 ps−1 was employed to hold the temperature to 300 K. In the explicit solvent
simulation, the ribosome was simulated in a periodic box of TIP3P water7 including an
explicit ion concentration of 0.1 M, with nonbonded forces cut off at 10 Å and long-range
electrostatics calculated by PME every four steps. The in vacuo simulation utilized the same
parameters as explicit solvent, but without inclusion of solvent or bulk ions, and neither
PME nor periodicity were employed.

Each system was minimized for 5000 steps before performing MDFF for 3 ns. For the
explicit solvent simulation, an additional 0.5 ns equilibration of water and ions was
performed, with protein and nucleic acids restrained, before applying MDFF.

To compare behavior of solvent models during the ribosome simulations, we calculate the
root-mean-square deviation between models as

(14)

where r ⃗i,sol(t) denotes the atomic coordinates at time t of the simulation corresponding to
one of the three solvent models (exp, imp or vac) and r ⃗i,ref denotes the atomic coordinates
for the last time step (tf = 3 ns) of the simulation using the reference solvent model (exp, imp
or vac) as specified below. Unless otherwise specified, the summation is over the N =
146,000 heavy atoms excluding the mRNA, L10 and L12 protein segments which are too
flexible to be resolved by the cryo-EM method.

Results
Performance Benchmarks

The results of the GBIS benchmark simulations are listed in Table 2. Figure 3 illustrates the
simulation speeds, scaled by system size, as the number of pairwise interactions per second
(pips) calculated. For a perfectly efficient algorithm, pips would be independent of system
size or configuration and would increase proportionally with processor count. NAMD’s
excellent parallel GBIS performance is demonstrated as pips is nearly the same for all six
systems and increases almost linearly with processor count as highlighted (in blue) in Figure
3.

The domain decomposition algorithm22 performs equally well for small systems, but its
performance suffers significantly when system size and processor count are increased. The
domain decomposition implementation also appears to be limited to a pips maximum of 108

pairs/sec across all system sizes, no matter how many processors are used, as highlighted (in
red) in Figure 3. NAMD runs efficiently on twice the number of processors compared to
domain decomposition and greatly outperforms it for the large systems tested. The SEp22
dodecamer timings for both implicit (3AK8) and explicit (3AK8-E) solvent reported in
Table 2 demonstrate that NAMD’s parallel GBIS implementation is as efficient as its
parallel explicit solvent capability. We note that the simulation speed for GBIS can be
further increased, without significant loss of accuracy, by shortening either the interaction or
Born radius calculation cutoff distance.
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Ribosome Simulation
To demonstrate the benefit of NAMD’s GBIS capability for simulating large structures, a
high-resolution classical state ribosome structure was fitted into a low-resolution ratcheted
state EM map in an in vacuo MDFF simulation as well as MDFF simulations employing
explicit and implicit solvent. During the MDFF simulation, the ribosome undergoes two
major conformational changes: closing of the L1 stalk and rotation of the 30S subunit
relative to the 50S subunit (see Figure 4).

To compare the rate of convergence and relative accuracy of solvent models, the RMSD
values characterizing the three MDFF simulations were calculated using eq. 14. Figure 4
plots RMSDexp,exp(t), RMSDimp,exp(t) and RMSDvac,exp(t) that compare each MDFF
simulation against the final structure reached in the explicit solvent case. We note that using
the initial rather than final structure as the reference could yield a slightly different
characterization of convergence,60 e.g., a slightly different convergence time. As manifested
by RMSDimp,exp(t) and RMSDvac,exp(t), the implicit solvent and vacuum MDFF calculations
converge to their respective final structures in 0.5 ns compared to ~1.5–2 ns for the explicit
solvent case, i.e., for RMSDexp,exp(t).

The final structures obtained from the MDFF simulations are compared in Table 3 through
the RMSDsol,ref(t) values for t = 3 ns. The ribosome structure from GBIS MDFF closely
agrees with the one from explicit solvent MDFF as indicated by the value RMSDimp,exp(3ns)
= 1.5 Å; the in vacuo MDFF ribosome structure, however, compares less favorably with the
explicit solvent MDFF structure as suggested by the larger value RMSDvac,exp(3ns) = 1.9 Å.
While the 0.4 Å improvement in RMSD of the GBIS MDFF, over in vacuo MDFF, structure
implies an overall enhanced quality, certain regions of the ribosome are particularly
improved.

The regions with the highest structural improvement (highlighted red in Figure 4) belong to
segments at the exterior of the ribosome and to segments not resolved by and, therefore, not
coupled to the EM map, i.e., not being directly shaped by MDFF. For proteins at the exterior
of the ribosome, GBIS MDFF produces higher quality structures than in vacuo MDFF,
because these proteins are highly exposed to solvent and, therefore, require a solvent
description. The structural improvement for several exterior solvated proteins, calculated by
RMSDvac,exp(3ns) – RMSDimp,exp(3ns), is 3.5 Å, 2.4 Å and 1.6 Å for ribosomal proteins S6,
L27 and S13 (highlighted red in Figure 4), respectively. Accurate modeling of these proteins
is critical for studying the translation process of the ribosome. The L27 protein, for example,
not only facilitates the assembly of the 50S subunit, it also ensures proper positioning of the
new amino acid for peptide bond formation.61 The S13 protein, located at the interface
between subunits, is critical to the control of mRNA and tRNA translocation within the
ribosome.62

The use of GBIS for MDFF also increases structural quality in regions where the EM map
does not resolve the ribosome’s structure and, therefore, MDFF does not directly influence
conformation; though it is most important that MDFF correctly models structural regions
defined in the EM map, it is also desirable that it correctly describes regions of crystal
structures not resolved by the EM map. The structural improvement, over in vacuo MDFF,
of the unresolved segments is 8.3 Å for mRNA and 4.9 Å for L12 (highlighted red in Figure
4). The L12 segment is a highly mobile ribosomal protein in the 50S subunit that promotes
binding of factors which stabilize the ratcheted conformation; L12 also promotes GTP
hydrolysis which leads to mRNA translocation.63 As clearly demonstrated, the use of GBIS
MDFF, instead of in vacuo MDFF, improves the MDFF method’s accuracy for matching
crystallographic structures to EM maps, particularly for highly solvated or unresolved
proteins.
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To compare computational performance of the solvent models for MDFF, each ribosome
simulation was benchmarked on 1020 processor cores (3.5 GHz processors with 5 GB/s
network interconnect); the simulation speed for explicit solvent MDFF is 3.6 ns/day, for
implicit solvent MDFF it is 5.2 ns/day and for vacuum MDFF it is 37 ns/day. GBIS MDFF
performs 50% faster than does explicit solvent MDFF, but seven times slower than in vacuo
MDFF. NAMD’s GBIS implementation is clearly able to achieve a more accurate MDFF
match of the ribosome structure (see Table 3) than does an in vacuo MDFF calculation and
does so at a lower computational cost than explicit solvent MDFF.

Conclusions
The generalized Born implicit solvent (GBIS) model has long been employed for molecular
dynamics simulations of relatively small bio-molecules. NAMD’s unique GBIS
implementation can also simulate very large systems, such as the entire ribosome, and does
so efficiently on large parallel computers. The new GBIS capability of NAMD will be
beneficial to accelerate in simulations the slow motions common to large systems by
eliminating viscous drag from water.
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Figure 1.
Work decomposition for implicit solvent and explicit solvent simulations. A SEp22 do-
decamer is shown (front removed to show interior) with overlaid black grid illustrating
domain decomposition for explicit solvent (A), implicit solvent (B) and NAMD’s highly
parallel implicit solvent (C). Atoms are colored according to relative work required to
calculate the net force with blue being least expensive and red being most expensive. The
number of neighbor-pairs within the interaction cutoff (green circle, Pairs) for an atom (red
circle) varies more in implicit solvent than explicit solvent, as does the number of atoms
within a spatial domain (yellow box, Load), each domain being assigned to a single
processor (PE). (A) Because explicit solvent has a spatially homogeneous distribution of
atoms, it has a balanced work load among processors using simple domain decomposition.
(B) Domain decomposition with implicit solvent suffers from the spatially heterogenous
atom distribution; the work load on each processor varies highly. (C) NAMD’s implicit
solvent model (cyan grid representing force decomposition and partitioning), despite having
varying number of atoms per domain and varying computational cost per atom, still achieves
a balanced workload among processors.
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Figure 2.
Biomolecular systems in benchmark. The performance of NAMD’s parallel GBIS
implementation was tested on six structures (Protein Data Bank IDs shown); the number of
atoms and interactions are listed in Table 2. To illustrate the spatially heterogeneous
distribution of work, each atom is colored by the relative time required to compute its net
force with blue being fastest and red being slowest.
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Figure 3.
Parallel performance of NAMD and domain decomposition implicit solvent. Computational
speed (pairwise interactions per second) for six biomolecular systems (see Figure 2): 1IR2
(black circle), 2W49 (red square), 3AK8 (green diamond), 3EZQ (blue up triangle), 2W5U
(maroon left triangle), and 2KKW (magenta down triangle). NAMD’s parallel implicit
solvent implementation (solid shapes) performs extremely well in parallel as seen by
performance increasing linearly (blue highlight) with number of processors and is
independent of system size. Performance of domain decomposition implicit solvent,
however, suffers in parallel (empty shapes). Not only does there appear to be a maximum
speed of 108 pairs/sec (red highlight) regardless of processor count, but the large systems
(1IR2, 2W49) also perform at significantly lower efficiency than the small systems (2E5U,
2KKW). Diagonal dotted lines represent perfect speedup. See also Table 2.
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Figure 4.
Molecular dynamics flexible fitting (MDFF) of ribosome with NAMD’s GBIS method.
While matching the 250,000-atom classical ribosome structure into the EM map of a
ratcheted ribosome, the 30S subunit (green) rotates relative to the 50S subunit (blue) and the
L1 stalk moves 30 Å from its classical (tan) to its ratcheted (magenta) position. Highlighted
(red) are regions where the implicit solvent structure agrees with the explicit solvent
structure much more closely than does the in vacuo structure. The root-mean-squared
deviation (RMSDsol,exp(t)) of the ribosome, defined in eq. 14, with the final fitted explicit
solvent structure as reference, is plotted over time for explicit solvent (RMSDexp,exp(t) in
black), implicit solvent (RMSDimp,exp(t) in purple) and in vacuo (RMSDvac,exp(t) in red)
MDFF. While the explicit solvent MDFF calculation requires ~1.5–2 ns to converge to its
final structure, both implicit solvent and vacuum MDFF calculation require only 0.5 ns to
converge. As seen by the lower RMSD values for t > 0.5 ns, the structure derived from the
implicit solvent fitting agrees more closely with the final explicit solvent structure than does
the in vacuo structure. While this plot illustrates only the overall improvement of the
implicit solvent structure over the in vacuo structure, the text discusses key examples of
ribosomal proteins (L27, S13 and L12) whose structural quality is significantly improved by
the use of implicit solvent.
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Table 1

Total electrostatic energy of benchmark systems. To validate NAMD’s implicit solvent implementation, the
total electrostatic energy (in units kcal/mol) of the six benchmark systems was calculated by NAMD and
Amber implementations of the GBOBC implicit solvent;38 error is calculated through eq. 13.

NAMD Amber error

2KKW −5,271.42 −5,271.23 3.6E-05

2W5U −6,246.10 −6,245.88 3.5E-05

3EZQ −94,291.43 −94,288.17 3.4E-05

3AK8 −89,322.23 −89,319.13 3.4E-05

2W49 −396,955.31 −396,941.54 3.4E-05

1IR2 −426,270.23 −426,255.45 3.4E-05
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Table 3

Root-mean-square deviation (RMSDsol,ref(3 ns) in Å) between the three final ribosome structures matched
using explicit solvent, GBIS, and in vacuo MDFF. The GBIS and explicit solvent MDFF structures closely
agree as seen by RMSDimp,exp(3ns) = 1.5 Å, while the in vacuo MDFF structure deviates from the explicit
solvent MDFF structure by RMSDvac,exp(3ns) = 1.9 Å. See also Figure 4.

Reference

exp imp vac

Solvent

exp 0 1.5 1.9

imp 1.5 0 2.1

vac 1.9 2.1 0

J Chem Theory Comput. Author manuscript; available in PMC 2012 November 8.


