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ABSTRACT
Objective To develop a theoretically informed and
empirically validated survey instrument for assessing
prescribers’ perception of computerized drugedrug
interaction (DDI) alerts.
Materials and methods The survey is grounded in the
unified theory of acceptance and use of technology and
an adapted accident causation model. Development of
the instrument was also informed by a review of the
extant literature on prescribers’ attitude toward
computerized medication safety alerts and common
prescriber-provided reasons for overriding. To refine and
validate the survey, we conducted a two-stage empirical
validation study consisting of a pretest with a panel of
domain experts followed by a field test among all eligible
prescribers at our institution.
Results The resulting survey instrument contains 28
questionnaire items assessing six theoretical dimensions:
performance expectancy, effort expectancy, social
influence, facilitating conditions, perceived fatigue, and
perceived use behavior. Satisfactory results were
obtained from the field validation; however, a few
potential issues were also identified. We analyzed these
issues accordingly and the results led to the final survey
instrument as well as usage recommendations.
Discussion High override rates of computerized
medication safety alerts have been a prevalent problem.
They are usually caused by, or manifested in, issues of
poor end user acceptance. However, standardized
research tools for assessing and understanding end users’
perception are currently lacking, which inhibits knowledge
accumulation and consequently forgoes improvement
opportunities. The survey instrument presented in this
paper may help fill this methodological gap.
Conclusion We developed and empirically validated
a survey instrument that may be useful for future
research on DDI alerts and other types of computerized
medication safety alerts more generally.

INTRODUCTION
Computerized prescriber order entry (CPOE) holds
great promise for reducing adverse drug events
through generation of clinical decision-support
(CDS) advisories such as drugedrug interaction
(DDI) alerts.1e8 To realize this benefit, numerous
experts and professional organizations have advo-
cated the accelerated adoption and improved use of
CPOE,9e14 and consumer groups such as Leapfrog
have already made implementation of CPOE, and
its CDS component in particular, part of their
evaluation criteria in rating hospitals’ patient safety

performance.15 16 Despite the great potential,
recent review studies have consistently shown that
use of computerized medication safety alerts
provided in CPOE (or ambulatory ePrescribing
systems) are only effective in preventing certain
types of prescribing errors, and no strong
evidence exists suggesting that their use leads to
significant improvements in actual patient safety
outcomes.17e27

It has been widely acknowledged that this gap is
caused by, or manifested in, poor acceptance by end
users, which not only diminishes the value of
computerized alerts but also suggests increased
cognitive burden and decreased time efficiency.28e37

For example, two recent retrospective chart review
studies showed that even in informatics-advanced
institutions, the override rates of medication
safety alerts remained extraordinarily high at over
80%.30 35 Moreover, the majority of clinicians
participating in a qualitative study expressed the
view that they wanted to turn off DDI alerts in
order to reduce alert overload.34 Understanding the
psychological factors underlying end users’ deci-
sions to skip or reject computerized medication
safety alerts is therefore vital. Such an under-
standing may help us, for example, fine tune the
sensitivity level of alert issuing, identify more
effective means to deliver CDS alerts, and introduce
tailored training and incentive strategies to improve
end user acceptance and adherence.
Through this research, we developed a survey

instrument for assessing and understanding
prescribers’ perception of computerized DDI alerts.
While the questionnaire was worded specifically for
DDIs, the underlying constructs were derived from
general social psychology and technology accep-
tance theories; therefore, it can be readily adapted
for use in other settings. In the Materials and
Methods section, we describe these theoretical
models as well as review the extant literature that
informed the development of the survey. We then
present the results obtained from a two-stage
empirical validation study, which led to the final
survey instrument and usage recommendations.

BACKGROUND AND SIGNIFICANCE
Computerized medication safety alerts and issues
of end user acceptance
Augmenting human cognition using the computa-
tional power of machines has been an enduring
topic in health informatics research, starting with
a proliferation of artificial intelligence based diag-
nostic systems developed from the 1960s to the
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1980s.38 39 However, few of these systems made their way into
everyday clinical practice due to numerous barriers that were
not addressable at the time, such as the lack of integration of
electronic patient data, misaligned incentive structures,
and perceived regimentation of automated decision-making
threatening clinicians’ professional autonomy.40 41

In the past 2 decades, a new chapter in CDS research and
practice has opened with rapid advances in information tech-
nology, the introduction of pay-for-performance models, and
new generations of technologically savvy clinicians entering the
workforce.41 Progress has also been encouraged more recently by
strong government initiatives (eg, the HITECH Act)13 14 and
support from payers, trade organizations (eg, HIMSS), and
professional societies (eg, AMIA), as well as healthcare provider
institutions. Of the many areas where CDS can be applied, its
efficacy will most likely be demonstrated in the provision of
computerized medication safety alerts, because: (1) medication
orders placed through CPOE usually exist in a computable,
codified format, eliminating the need for processing unstruc-
tured narrative data; (2) a significant proportion of prevalent
adverse drug events are identifiable and preventable, offering
great opportunities for producing tangible performance
improvements42 43; and (3) medication safety alerts are
provided natively in most commercially available CPOE
systems as required by the certification criteria,44 and they are
often powered by well-established and continuously updated
medication lexicons.

The assumption about the efficacy of computerized medica-
tion safety alerts, however, does not seem to hold strongly. Only
a limited number of empirical studies have shown that use of
computerized medication safety alerts leads to significantly
improved patient safety outcomes,17e27 and most of these
studies were conducted at a handful of informatics-advanced
academic institutions.17 18 A recent systematic review, for
example, analyzed the literature published from 1998 to 2007
and found that ‘the evidence-base reporting the effectiveness of
CPOE to reduce prescribing errors (among hospital inpatients)
is not compelling and is limited by modest study sample
sizes and designs.’24 Such performance is no better than that of
computerized alerts or reminders used in other patient care
areas (eg, preventive medicine), and neither measure up to
expectations.29 What may account for this gap?

First, the software build quality of current generation
commercially sold CPOE systems seems to be highly varia-
ble45e48 and their medication knowledge bases are not neces-
sarily best poised for generating context-appropriate and
clinically useful alerts.49 For example, a recent study found that
CPOE systems used in a national sample of 62 hospitals
performed poorly and inconsistently on generation of comput-
erized alerts to prevent fatalities and other serious adverse drug
events,47 and another study revealed a lot of variability in the
CDS capabilities provided in nine prevalently used commercial
clinical information systems.45 These factors may be further
aggravated by the variable quality of local customization, IT
infrastructure and support, and adopting institutions’ compe-
tency in managing complex changes.50 Additionally, even if
CPOE software and the implementation processes are optimized
as much as possible, resistance by end users can still cause
a CPOE project to fail or the decision-support potential to be
under-fulfilled.51 As van der Sijs et al showed in a review study,
CPOE-provided medication safety alerts are overridden by
clinician users in 49e96% of cases.34 Clearly, heavily invested
CDS technologies cannot deliver their promises if they are
not used, and the alert fatigue phenomenon that may incur,

reflective of escalated cognitive load and possible negative
affect, may be responsible for certain unintended adverse
consequences associated with CPOE adoption that have been
extensively documented in the literature.52e54

Little is known, however, about the psychological and socio-
technical factors underlying such end user acceptance issues.33 55

In addition, most prior empirical studies were conducted based
on instruments developed ad hoc, which were not rigorously
validated and did not leverage theoretical advances in under-
standing complex human behaviors in technology acceptance.
These facts inhibit learning and knowledge accumulation, and
consequently forgo improvement opportunities such as creating
necessary facilitating conditions through the introduction of
behavioral, societal, and organizational interventions. The
objective of this research was to develop a theoretically informed
and empirically validated survey instrument that may help
address this methodological gap.

Theoretical frameworks
A significant branch of social psychology is devoted to studying
the determinants underlying people’s decision to conduct (or not
to conduct) a behavior. Two prevalent theories, the theory of
reasoned action and the theory of planned behavior, jointly
postulate that the influence of various behavioral antecedents
can be substantially modeled through three mediating
constructs: attitudes toward the behavior (personal beliefs),
subjective norms (normative beliefs), and perceived facilitating
conditions (control beliefs).56 57 This theoretical postulation
makes it possible to disentangle complex human behaviors using
a relatively parsimonious set of variables.58 59

Building upon the theory of reasoned action and the theory of
planned behavior, numerous models have been proposed to study
end users’ acceptance behavior of technological innovations.
These include the model of personal computer utilization,60

the theory of task technology fit,61 the theory of interpersonal
behavior,62 the technology acceptance model,63 64 and more
recently the unified theory of acceptance and use of technology
(UTAUT) which attempts to synthesize existing work.65

Comprehensive reviews of these models and their empirical
applications can be found elsewhere.66e69

The survey instrument described in this paper is grounded in
UTAUT, in addition to an adapted accident causation model
proposed by van der Sijs et al which accounts for common
unexpected prescriber reactions to computerized medication
safety alerts (hence ‘accident’).32 70 UTAUT provides us with
conceptual constructs at the theoretical level, and van der Sijs
et al’s model informs the contextual interpretation of these
constructs relevant to this research.

MATERIALS AND METHODS
Conceptual constructs and measurement scales
Additional detail about UTAUT can be found in Venkatesh
et al.65 Briefly, the model proposes that four constructs are most
influential in determining an individual’s technology acceptance
behavior: performance expectancy (PE), effort expectancy (EE),
social influence (SI), and facilitating conditions (FC).65 PE and EE
assess the expected gains and costs associated with the behavior.
Social influence captures the influence received from others,
which may be conveyed via direct or indirect social interaction
mechanisms such as persuasion (eg, demands by super-
visors),71e73 reflected appraisal (eg, behaving in a certain way in
expectation of social rewards or other incentives),73 74 and peer
comparison (eg, imitating the behavior of ‘similar others’ in
order to maintain one’s social status).73 75 76 Finally, FC
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evaluates the perception of conditions facilitating or impeding
the conduct of the behavior, such as adequacy of knowledge and
technical assistance.

In van der Sijs et al’s adapted accident causation model,32 70

the authors propose that prescribers’ reaction to computerized
medication safety alerts, the perception of alert fatigue in
particular (perceived fatigue, PF), is a result of a concatenation of
system, individual, and organizational factors. These factors
include latent conditions such as training, as well as error
producing or impeding conditions that may be found at the
(1) environment/system level (eg, sensitivity and specificity of
alerts and clarity of presentation), (2) task level (eg, appropri-
ateness of alert handling in a given task context), (3) team level
(eg, impact on clinical workflow and team coordination), and (4)
individual level (eg, time, trust/distrust, and motivation).32

Combining these two models, we defined key constructs and
measures to be accommodated in the survey (table 1).

Questionnaire development
To maximally leverage research instruments that have already
been validated or applied in the field, we conducted a literature
review of prior work on: (1) prescribers’ opinions of or experi-
ences with computerized medication safety alerts, (2) prescriber-
provided reasons for overrides (or adherence), and (3) clinicians’
attitudes toward computer-based CDS technologies in general.
The results also rendered additional measures that may not have
been present in van der Sijs et al’s model, which is exclusively
focused on unexpected prescriber behaviors.

To identify relevant work, we first searched MEDLINE,
EMBASE, and PsychINFO using various search term combina-
tions consisting of ‘alert*,’ ‘alarm,’ ‘remind*,’ ‘prompt*,’
‘opinion*,’ ‘view*,’ and ‘attitude*.’ Then, we expanded the
search by examining citations contained in the papers initially
retrieved. Note that the objective of the review was to identify
seminal work that might provide insights into the survey
development, rather than to perform an inclusive analysis of
all studies that have been conducted in related areas. Also
note that editorials and commentaries were excluded, as
were clinical trials that did not include a user evaluation
component.

A total of 23 papers were deemed highly relevant.
They represent six study types: (1) theoretical development,
(2) questionnaire surveys, (3) focus groups and interviews,

(5) CPOE log audits, and (6) meta-analyses and systematic
reviews.29 33 77e97 Table 2 provides summaries of all papers
that we reviewed. As shown in table 2, very few prior
empirical studies were based on established theoretical frame-
works, and almost none included a rigorous validation of the
instrument used.
Based on the review results, we consolidated existing ques-

tionnaire items or qualitative themes and mapped them to the
constructs and measures derived from UTAUT and van der Sijs
et al’s accident causation model. The wording deemed most
appropriate was used with minor revisions to tailor the survey
instrument to the context of this study. Supplementary online
appendix 1 describes this questionnaire development process in
detail.

Validation method
To validate the draft survey instrument, we first identified
a convenience sample of 20 CPOE experts and super users who
helped us pretest the survey to improve its content validity.
Then, we invited all eligible prescribers at our institution
(excluding the pilot testers) to use the refined survey to provide
feedback about the DDI alerts implemented in our institutional
CPOE system. The field validation was part of a larger
randomized controlled trial study that aimed to evaluate
the utility of computerized DDI alerts generated at distinct
sensitivity levels.
The empirical setting is the University of Michigan Health

System (UMHS) where a commercially sold CPOE, Eclipsys
Sunrise XA (formerly Eclipsys Corp., Atlanta, Georgia, USA) was
deployed in 2006e2008 in all inpatient care services. The system
uses Multum (Cerner, Kansas City, Missouri, USA) as its under-
lying medication lexicon and knowledge base for generating
medication safety alerts.98 The survey validation process followed
procedures described in the information systems field99 100 as well
as those used in Cork et al.101 Both the pretest and the
field validation surveys were electronically administered using
Qualtrics, an online survey management tool (Qualtrics Labs,
Provo, Utah, USA).

RESULTS
The survey instrument
The survey instrument, consisting of 28 items in addition to an
open-ended closing question, is presented in table 3. A full

Table 1 Conceptual constructs and key measures

Construct Contextual interpretation and measures

Performance expectancy (PE) Expected performance gains that can be achieved by using DDI alerts; main measures include: (1) overall perceived usefulness,
(2) appropriateness of specificity, sensitivity, and severity (determinants of alerts’ accuracy, relevance, and importance), (3) associated
benefits such as incidental learning (ie, increased knowledge about ADE as a result of reading and responding to computerized alerts),*
(4) appropriateness of the volume of alerting (a key factor contributing to ‘distrust’ and consequently decreased perceived value), and
(5) utility in reducing professional risks.*

Effort expectancy (EE) Expected time and effort associated with use of DDI alerts; main measures include: (1) perceived ease of use, (2) clarity of information
content, (3) extra time required, (4) effort incurred when the same alerts need to be addressed repeatedly,* and (5) workflow integration.

Social influence (SI) Perceived behavioral influence received from others; main measures include: (1) reflected appraisal (to meet supervisors’ expectations),
(2) peer comparison (to imitate colleagues’ behavior in order to be compliant with workspace norm), and (3) perceived impact on
professional image.y

Facilitating conditions (FC) Perceived facilitating (or impeding) conditions; main measures include: (1) adequacy of training, (2) adequacy of clinical knowledge for
interpreting and acting upon the alerts presented, (3) provision of reasoning and reference information, (4) provision of suggestions for
management alternatives, and (5) availability of assistance when problems occur.

Perceived fatigue (PF) Perceived alert fatigue principally caused by receiving an excessive number of alerts.

Perceived use behavior (UB) Perceived actual use of DDI alerts; main measures include frequency of: (1) reviewing the alerts presented, (2) providing reasons for
accepting or rejecting, and (3) taking actions accordingly by revising the initial prescribing decisions.

*Not originally included in UTAUT or van der Sijs et al’s model but added later based on literature review results (see the Questionnaire development section).
yProfessional image differs from professional risks assessed in PE, in that professional image solely reflects one’s perception of how one’s performance and professionalism may be judged by
others (patients or clinician peers), whereas professional risks are associated with foreseeable legal and financial consequences.
ADE, adverse drug events; DDI, drugedrug interaction; UTAUT, unified theory of acceptance and use of technology.
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Table 2 Summary of the existing empirical studies (presented in reverse chronological order)

Citation and
PubMed identifier Study description Measures or themes identified Theory and validation

Inclusion or exclusion
in this study

van der Sijs et al,77

20171929
An experimental study
observing how participants
responded to CDS alerts,
followed by structured
interviews.

Better training, improved
concise alert texts, and
increased specificity were
identified as facilitating
factors.

Loosely based on Reason’s
model of accident causation;
validation does not apply.

All critical facilitating factors
were included.

Hor et al,78

20067624
A survey among GPs in
Ireland regarding perceived
benefits of and barriers to
adopting CDS in ePrescribing.

27 questions related to
value of CDS and barriers
to adoption, such as high
sensitivity of alerting.

Self-developed survey
instrument; underlying theory
not indicated; validation
not reported.

All value- or barrier-related
questions were included, except
those at the practice level
(eg, those related to standardized
product software).

Vashitz et al,79

19000935
Development and validation
of a conceptual model of
clinicians’ responses to CDS
reminders related to
cholesterol management.

Conceptualized four principal
types of user responses:
compliance, reliance,
spillover, and reactance.

Response types derived from
cognitive engineering concepts
on end user responses to
warning systems.

The spillover effect is difficult
to assess via self-reported
surveys; a related perceptual
measure, the incidental learning
effect, was added instead.

Weingart et al,80

19786683
A survey among ambulatory
care clinicians regarding their
experiences in using
drugedrug and drugeallergy
alerts provided in an
ePrescribing system.

42 items assessing
perceived value, satisfaction,
barriers, behavioral effects,
and impact on safety,
efficiency, and cost of care.

Survey developed based
on focus groups with
practitioners; validation
conducted but results not
reported; underlying theory
not indicated.

Questions about the frequency
of events related to behavioral
alteration and impact were
revised to a leveled scale.

Weingart et al,81

19395307
A focus group study leading
to the survey instrument used
in the paper above.

Relevant themes included
an excessive number of
alerts of uncertain value,
high sensitivity, trivial alerts
interrupting workflow, and
appropriate polypharmacy
not acknowledged by CDS.

The semi-structured
facilitator guide was
pilot-tested with an
unknown number of physicians
and nurses; underlying
theory not indicated.

All relevant themes were
incorporated.

Mollon et al,82

19210782
A systematic review of
prescribing decision-support
systems to identify which
features predict implementation
success and changes in user
behavior and patient outcomes.

41 papers independently
assessed by two reviewers
to study the association
between outcomes and 28
predefined system features.

Does not apply All features were assessed to
varying degrees.

Ko et al,83

17068346
A survey among VA prescribers
and pharmacists regarding their
opinions about and suggestions
for DDI alerts.

Prescriber survey (33 items)
covered measures such as
alert burden and outcomes;
and pharmacist survey
(39 items) covered additional
measures such as their
interactions with prescribers
regarding alerts.

Self-developed survey
instrument; underlying theory
not indicated; pilot-tested
but detail not reported.

Questions specific to the VA
setting or only applicable to
pharmacists were not included.

Mayo-Smith and
Agrawal,84

16935025

An alert log review
investigating the relationship
between reminder response
rates and practice (primary
care facilities at a VA site),
and provider and reminder
characteristics, followed by
a user survey.

Various facilitating and
impeding conditions at the
practice, provider, and reminder
levels; the user survey
contained 13 questions
assessing providers’ perceived
value of CDS reminders and
adequacy of facilitating
conditions.

Self-defined characteristics
measures and self-developed
survey instrument; underlying
theory not indicated;
pilot-tested but no formal
validation reported.

Very specific characteristics,
for example, minimization of
keystrokes, were not included.

Grizzle et al,33

17927462
An alert log review
investigating prescribers’
rationales for overriding
DDI alerts at six VA facilities.

14 categories of common
prescriber-provided reasons
for overriding, such as lack
of relevance and availability
of alternative management
plans.

Does not apply. All relevant categories were
incorporated.

Graham et al,85

17617908
A survey among physicians
from multiple specialties
soliciting their perceptions
of computerized decision
aids and intention to use.

43 items on value of CDS for
patients and clinicians,
content/format, quality of
implementation, and
intention to use.

Based on the Ottawa
Model of Research Use,
technology diffusion theories,
and prior work by the
research team; validation
results reported.

Patient-oriented questions and
use intention questions were
not included.

van der Sijs
et al,32 16357358

A systematic review paper
summarizing extant literature
on alert overrides.

Various facilitating or
impeding conditions at the
environment, task, team,
and individual levels.

A foundational paper of
this study, proposing an
adapted accident causation
model to account for
unexpected use behaviors
by prescribers.

All measures were incorporated.

Continued
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Table 2 Continued

Citation and
PubMed identifier Study description Measures or themes identified Theory and validation

Inclusion or exclusion
in this study

Sittig et al,86

16451720
A survey delineating factors
affecting primary care
providers’ acceptance
of CDS reminders.

Factors related to patient
and provider characteristics,
type and volumes of alerts,
and configuration of use
environments.

Self-developed survey
instrument based on a
prior observational study
conducted by the research
team (Saleem et al, 2005).90

Questions specific to the
primary care setting (eg,
examination room layout)
were not included.

Glassman et al,87

16501396
A survey at a VA facility
regarding clinicians’ knowledge
about DDI (as a result of
alert use) and their perception
of and experiences with
DDI alerts.

Research methods based on
Glassman et al, which included
a 21-item survey soliciting
perceived benefits of and
barriers to using CDS alerts.96

Self-developed survey
instrument; underlying theory
not indicated; validation
not reported.

All questions were incorporated;
increased knowledge about DDI
was added as an additional
measure of benefits (incidental
learning).

Abarca et al,88

16602224
A national survey assessing
community pharmacy
managers’ perception of
DDI alerts.

34 questions on perceived
value of alerts, meaningfulness,
and facilitating conditions
such as provision of
additional information.

Self-developed instrument;
validation not reported;
underlying theory
not indicated.

All questions were incorporated
except for a few that specifically
addressed pharmacists’ work
(eg, coordination with providers).

Niès et al,89

17238410
A systematic review
characterizing common
success factors of CDS
functionality provided
through CPOE systems.

Included four success
characteristics: system-
initiated interventions,
assistance without user
control over output, automated
data retrieval, and provision of
corollary actions.

Does not apply Most success factors were
incorporated.

Saleem et al,90

15802482
An observational study
conducted at four
VA facilities
to assess barriers and
facilitators related to use of
preventive care and chronic
disease management
reminders.

Five impeding conditions
(eg, workload) and four
facilitating conditions
(eg, workflow integration).

Ethnographically based
observations.

Most barriers and facilitators
were incorporated.

Kawamoto et al,91

15767266
A meta-analysis
investigating success
factors of CDS
systems.

Four key success factors
identified: (1) automatic
provision of decision support
as part of clinician workflow,
(2) provision of recommendation
rather than just assessments,
(3) provision of decision-support
at the time and location of
decision-making, and (4)
computer-based decision-support.

Does not apply Success factors (2) and (4)
were not included because
they do not usually apply
in the research context
that the survey instrument
of this study is
designed for.

Taylor and Tamblyn,92

15360983
A chart audit study
assessing Canadian GPs’
overrides of medication
alerts and common reasons
for overriding.

Seven common reasons
for physician non-adherence,
such as alerts not clinically
important and interaction
already known.

Does not apply All seven reasons were
assessed.

Patterson et al,93

14527974
Observations followed by
semi-structured interviews
at six VA sites to study
human factors barriers to
effective use of computerized
reminders related to HIV
screening, intervention, and
progression monitoring.

Six common human factors
barriers such as workload,
inapplicability of reminders,
and limited training.

Self-developed observation
and interview protocols;
underlying theory not
indicated; validation
not reported.

All human factors barriers
identified were incorporated
to varying degrees.

Venkatesh et al65 A theory development study
consolidating existing models
related to technology adoption
and acceptance.

16 relevant questionnaire items
assessing the four conceptual
constructs in addition to three
questions assessing perceived
adoption intention.

A foundational paper of
this study proposing the
unified theory of
acceptance
and use of technology.

Several questions specific to
general business applications
were excluded (eg, enabling
me to accomplish tasks more
quickly). Social influence
measures were substantially
revised based on relevant
research in healthcare.72e75

Weingart et al,29

14638563
A chart review study
examining primary care
physicians’ overrides of
medication safety alerts.

Eight categories of
common reasons for
overriding.

Does not apply. General categories, such as
‘alerted interaction not clinical
significant,’ were included,
while context-specific ones
such as ‘medication list out
of date’ were not.

Ahearn and Kerr,94

12831382
A focus group study among
GPs in Australia regarding
their options regarding
pharmaceutical decision-
support systems.

Seven semantic themes
ranged from GPs’ reaction to
computerized alerts to
suggested improvements
and attitudes to
evidence-based guidelines.

Self-developed focus
group protocol; detail
not revealed.

All themes were incorporated
to varying degrees.

Continued
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version formatted for paper-and-pencil administration is
available in appendix 2 of the online supplemental data.

The survey begins with four questions inviting respondents to
estimate their level of interaction with DDI alerts. Besides
helping respondents warm up for the survey, these questions
also allow researchers to obtain a quantitative reference frame of
certain perceptual measures, for example, approximately how
many alerts would lead to the perception that alert handling
‘takes too much time.’ We believe that this design will not
introduce common methods biases102 because these questions
are assessed at the beginning of the survey, while the psycho-
metric measures that they may potentially affect, such as
perceived fatigue and perceived use behavior, are presented many
steps apart toward the end.

Sections 1e3 of the survey instrument consist of 20 items
soliciting respondents’ opinions of and experiences with DDI
alerts, in addition to a single-question section, Section 4, that
solicits their perception of alert fatigue. All these items are
assessed on a four-level, forced choice Likert scale (from
‘Strongly Disagree’ to ‘Strongly Agree’). In Section 5, perceived
use behavior is measured through three items assessed on a six-
level frequency scale: ‘Never,’ ‘Rarely,’ ‘Less than half the time,’
‘About half the time,’ ‘More than half the time,’ and ‘Always.’
All questionnaire items are provided with an exit option, ‘Does
not apply,’ as their applicability may vary according to respon-
dents’ clinical roles. The survey closes with an open-ended
question inviting additional thoughts and comments.

It should be noted that: (1) the survey instrument presented
in table 3 already reflects the changes made based on validation
results (described in the next section); and (2) questions for
collecting respondents’ demographic data are not included but
can be added as needed.

Validation results
Pretest
The pretest sample consisted of 10 physicians, five nurses, and
five pharmacists. About two thirds of them are practicing
clinicians who use the CPOE system on a daily basis; the
remainder are members of technical or managerial teams who
have abundant experience with the system as well as user
submitted issues.

The feedback received in this stage was focused on question
clarity, survey flow, and administration of the survey in the
online tool. In particular, specific concerns were raised regarding
several items that were initially worded negatively; reviewers
suggested that when administered to busy practicing clinicians,
negatively worded questions or statements could be confusing or
misleading, thus defeating their purpose of enhancing the reli-
ability of self-reported data. Based on these suggestions, the
research team revised the survey instrument accordingly.
The questionnaire presented in table 3 reflects the changes
made during this step.

Field validation: study sample
In this phase, three rounds of email invitations were sent to the
3700 eligible medication prescribers at UMHS who had placed at
least one medication order through the CPOE system. Of these,
1370 visited the survey website during a 4-week study period
(June 2 to June 30, 2010); 1020 complete responses were received
(‘Does not apply ’ was deemed a valid response).
The statistical analyses reported in this paper, for the purpose

of instrument validation, only used a subset of the sample, that
is those who indicated receiving at least one DDI alert during an
average week of work (otherwise they might not be able to
provide germane responses to all survey questions). The effective
sample size was 814. Table 4 shows the sample characteristics.

Field validation: statistical analysis results
Based on the field validation data, we inspected the reliability
and construct validity of the survey instrument. Moore and
Benbasat suggested that for early stages of survey research,
reliabilities (ie, the extent to which items within each scale are
correlated with one another) of 0.5e0.6 are sufficient.100 In this
study, we chose 0.65 as the target level of acceptance. Table 5
shows the initial reliability test results. Three constructs (PE,
FC, and UB) passed the test, while one (EE) fell below the target
level and another (SI) was borderline.
Then, we deleted the questionnaire items one at a time from

each of the constructs and re-performed the reliability test. If
Cronbach’s a increased as a result, then the question removed
became a candidate for exclusion. Table 6 reports the results.

Table 2 Continued

Citation and
PubMed identifier Study description Measures or themes identified Theory and validation

Inclusion or exclusion
in this study

Magnus et al,95

12383140
A survey among GPs in
the UK assessing their views
about computerized alerts and
perceived rates of override.

Nine questions on
perceived usefulness,
applicability, relevance, and
quality of information
presentation; and six questions
on main reasons for overriding.

Self-developed survey
instrument; underlying theory
not indicated; validation
not
reported.

All relevant categories
were incorporated.

Glassman et al,96

12458299
A survey study conducted
at a VA facility soliciting
clinicians’ knowledge about
DDI alerts (as a result of
alert use) as well as perceptions
of and experiences with
computerized alerting.

A survey instrument consisting
of 19 questions and 67 items;
an adapted version was used
in Glassman et al.87

Self-developed survey
instrument; underlying theory
not indicated; validation
not reported.

Most questions were
incorporated.

Krall and Sittig,97

11825206
A survey among Kaiser
Permanente primary care
clinicians regarding the usability
and usefulness of different
approaches to presenting
reminders and alerts, in addition
to the desirability of six
alert types.

Six characteristics contributing
to user acceptance of
computerized clinical alerts:
number, priority, accuracy,
subject domain, relevance,
presentation mode,
and usefulness.

Self-developed survey
instrument; underlying theory
not indicated; validation
not reported.

All characteristics were
incorporated to varying degrees.

CDS, clinical decision-support; CPOE, computerized prescriber order entry; DDI, drugedrug interaction; GP, general practitioner; VA, Veterans Affairs.
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The left-hand portion of table 6 shows the test results for EE,
the construct that did not perform well initially. The reliability
score improved after EE.1 or EE.2 was dropped, and thus, these
two questions were candidates for exclusion. However, within-
group pairwise correlation tests suggested that instead of
eliminating them entirely from the survey, EE could be treated as

two separate constructs, EE.1/2 and EE.3e5, each demonstrating
distinct psychometric properties. EE.1 and EE.2 (‘I find DDI alerts
easy to understand’ and ‘The system makes it easy to respond to
DDI alerts’) emphasize usability (ease of use), whereas the
remaining three EE questions address time and effort require-
ments in alert handling. Hence, we recommended dividing the
original EE construct into two constructs: ‘perceived ease of use’
(EE.1/EE.2) and ‘effort expectancy’ (EE.3e5). The reliability test
results after the split were 0.78 and 0.76, respectively; both are
well above the target acceptance level.
The reliability of the borderline construct, SI, was not

considerably improved with item deletion, as shown in the

Table 3 The questionnaire

Preamble

PRE.1 A. Please estimate, during an average week of your practice, how many DrugeDrug Interaction alerts you receive from
[name of CPOE]? _____ (Please provide a numeric estimate)

PRE.2 B. Please estimate, of the DrugeDrug Interaction alerts you receive, what per cent do you read thoroughly? _____ %

PRE.3 C. Please estimate, of the DrugeDrug Interaction alerts you read, what per cent do you find relevant? _____ %

PRE.4 D. Please estimate, of the DrugeDrug Interaction alerts you find relevant, what per cent change your prescribing decisions? _____ %

Section 1 of 5
Please respond to the following statements based on your experience using [name of CPOE] at [name of institution]
(Scale: Strongly Disagree, Disagree, Agree, Strongly Agree, and Does not apply)
PE.1 1. DrugeDrug Interaction (DDI) alerts are useful in helping me care for my patients.

PE.2 2. DDI alerts are relevant to the individual patients for which they appear.

PE.3 3. DDI alerts capture all drug interaction instances for my patients.

PE.4 4. DDI alerts I receive are clinically important.

PE.5 5. DDI alerts help me better understand which drugs should not be used at the same time.

PE.6 6. DDI alerts help me improve the monitoring for and management of DDIs for my patients.

PE.7 7. DDI alerts help me reduce professional risk by preventing potential adverse events in my patients.

Section 2 of 5

EE.1/EU1* 8. I find DrugeDrug Interaction (DDI) alerts easy to understand.

EE.2/EU2* 9. The system makes it easy to respond to DDI alerts.

EE.3 10. Reading and responding to DDI alerts takes too much time.

EE.4 11. I repeatedly receive DDI alerts to which I have already responded.

EE.5 12. Reading and responding to DDI alerts interferes with my workflow.

SI.1 13. I read and respond to DrugeDrug Interaction (DDI) alerts because my colleagues read and respond to them.

SI.2 14. My supervisor (eg, attending physicians, nurse managers) encourages me to read and respond to DDI alerts.

SI.3 15. Reading and responding to DDI alerts helps to improve my professional image.

Section 3 of 5

FC.1 16. I received adequate training on how to read and respond to DrugeDrug Interaction (DDI) alerts.

FC.2 17. I have adequate clinical knowledge to understand DDI alerts.

FC.3 18. The system provides adequate explanations of clinical relevance for DDI alerts.

FC.4 19. The system provides adequate management alternatives for DDI alerts.

FC.5 20. If I have questions about DDI alerts, I always have someone to consult with.

Section 4 of 5

PF 21. During order entry, I receive too many DrugeDrug Interaction (DDI) alerts that I must read and respond to.

Section 5 of 5
Please respond to the following statements based on your experience using [name of CPOE] at [name of institution]
(Scale: Never, Rarely, Less than half the time, About half the time, More than half the time, Always, and Does not apply)
UB.1 22. I thoroughly read the DrugeDrug Interaction (DDI) alerts that I receive.

UB.2 23. I provide reasons for DDI alerts that I decide to override.

UB.3 24. DDI alerts presented to me during order entry change my prescribing decisions.

Open-ended closing

Please provide any additional comments you have regarding DrugeDrug Interaction alerts you receive from [name of CPOE]. Thank you for your time.

*EE.1 and EE.2 should be treated as a standalone construct, ‘perceived ease of use’ (EU), according to field validation results; see the Validation results section for more detail.

Table 4 Sample characteristics

Clinician type
Eligible
prescribers

Complete responses
received and
response rate, N (%)

Included in
validation analyses,
N (%)*

Advanced
practice nurse

176 74 (42.0) 60 (82.2)

Nurse 2144 535 (25.0) 420 (78.5)

Pharmacist 87 49 (56.3) 44 (89.8)

Physician 1088 303 (27.8) 245 (81.1)

Physician assistant 111 44 (39.6) 38 (86.4)

Therapist 94 15 (16.0) 7 (46.7)

Total 3700 1020 (27.6) 814 (80.0)

*For the purpose of instrument validation, this paper only analyzed a subset of the sample,
that is those who indicated receiving at least one drugedrug interaction (DDI) alert during
an average week of work.

Table 5 Initial reliability test results

Construct Number of items Cronbach’s a

Performance expectancy (PE) 7 0.89

Effort expectancy (EE) 5 0.49

Social influence (SI) 3 0.65

Facilitating conditions (FC) 5 0.71

Perceived use behavior (UB) 3 0.69

J Am Med Inform Assoc 2011;18:i51ei61. doi:10.1136/amiajnl-2010-000053 i57

Research and applications



right-hand portion of table 6. Because this construct is assessed
with only three questions, dividing it up was not an option
either. This finding is in agreement with the technology accep-
tance literature, which has shown that SI is a weak predictor of
behavioral intention primarily due to issues in measurement:
despite their best efforts, survey respondents may simply not be
able to accurately recall those social interaction events that
resulted in behavioral alteration, particularly when the effect of
social influence is exerted via indirect mechanisms such as social
comparison (eg, two residents may imitate each other in order to
meet the expectations of their attending physician; they
may, however, only identify the attending physician as the
direct behavior modifier, rather than each other).56 59 75 103 To
address this limitation, structural exploration methods such as
social network analysis have been proposed as alternative
approaches.73 75

To examine the construct validity of the instrument, we
performed a confirmatory factor analysis using structural
equation modeling (SEM) which allows for testing hypotheses
of both the number of factors and the pattern of loadings,
connecting theory with the specifications of the model.104 105

Use of SEM in instrument validation has also been suggested to
provide a richer set of information than conventional
methods.105 The analysis was performed with LISREL 8.8
(Scientific Software International). Table 7 reports the results.

The factor loadings shown in the table were produced using
an iterative approach enabled by SEM. First, factors were loaded
onto each theoretical construct. Then, significance of the results
was assessed through model modification indices (factor loading
values, error variances, and squared multiple correlations), which
suggested potential cross-loading or model misspecification
issues as well as alternative loading options for improving the
model, until the optimal solution was reached.

The results confirmed that the factors of the refined model,
with the split of the original EE, were satisfactorily loaded
on their corresponding constructs. Even for factors that had
relatively low scores (PE3, EE2, and several items in FC), loading

them onto other constructs did not yield significantly better
results. Additionally, all eigenvalues are greater than 1,
suggesting that each factor should be retained, and the reliability
measures are all above 0.65, the target acceptance level. As
a whole, the model accounts for 48.6% of the response variance.
The SEM model fit statistics, reported in table 8, further

confirm that the refined model represents a good fit to the
empirical validation data.

Field validation: qualitative analysis results
Among the 1020 respondents who provided complete responses
to the survey, about one fifth entered narrative feedback in the
open-ended closing section. We conducted an open, interpretive
qualitative content analysis of the feedback collected.111 The
objective was to derive additional insights into the validity of
the survey or the way it was administered.
Most open-ended comments were consistent with the quan-

titative responses; nonetheless, two instances appeared poten-
tially problematic. First, about 20 respondents estimated that
they received fewer than five DDI alerts during an average
workweek, yet in the open-ended feedback they complained
about the ‘excessive’ amount of alerts that had been presented to
them. Within the scope of this study, we are unable to deter-
mine whether these prescribers might have a particularly low
threshold of tolerance or if their perception might be influenced
by sources of information other than their personal, hands-on
experiences with the CPOE system. Second, when responding to
the survey, a dozen or so respondents did not seem to differen-
tiate between DDI and other types of alerts, even though DDI
was clearly defined in the email invitations, the introduction,
and the informed consent screens preceding the survey, as well
as at the beginning of each survey section. This issue was clearly
indicated by alert examples they provided; for instance, some
left lengthy comments about overdose prevention alerts that
they had received from the system. It is unclear whether these
survey respondents used the open-ended space to provide extra
information regarding their experiences with other types of
alerts, or if they responded to the entire survey based on their
general perception of all types of computerized alerts that they
had ever encountered (ie, not specific to DDI).
While the magnitude of these issues is minor in contrast to

our sample size, these observations do raise questions about the
reliability of self-reported data collected from busy clinicians
who only have limited time and cognitive commitment to
participating in survey studies. A respondent specifically
commented: ‘alerts are great ideas, but we are now saturated with
alerts and SURVEYS. making them all much less effective.’ Because

Table 6 Reliability test results with item deletion

Effort expectancy (EE) Social influence (SI)

Item removed Cronbach’s a Item removed Cronbach’s a

EE.1 0.52 SI.1 0.55

EE.2 0.55 SI.2 0.49

EE.3 0.35 SI.3 0.59

EE.4 0.32 e e

EE.5 0.34 e e

Table 7 Factor loading results

Construct Factor loading (all significant at the 0.05 level) Reliability Eigenvalue R2

PE PE.1 PE.2 PE.3 PE.4 PE.5 PE.6 PE.7 0.89 4.13 18.0

0.81 0.80 0.33 0.81 0.84 0.85 0.80

EU EU.1 EU.2 e e e e e 0.78 1.30 5.6

0.80 0.81 e e e e e

EE EE.1 EE.2 EE.3 e e e e 0.76 1.64 7.1

0.76 0.55 0.87 e e e e

SI SI.1 SI.2 SI.3 e e e e 0.65 1.12 4.9

0.56 0.61 0.66 e e e e

FC FC.1 FC.2 FC.3 FC.4 FC.5 e e 0.71 1.71 7.5

0.49 0.41 0.77 0.71 0.46 e e

UB UB.1 UB.2 UB.3 e e e e 0.69 1.26 5.5

0.72 0.60 0.62 e e e e
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the sample size of informatics studies is usually small, such
issues could have an influential impact and therefore should
not be overlooked.

DISCUSSION
The lack of end user acceptance of heavily invested CDS tech-
nologies is a widely acknowledged problem which has raised
great concerns regarding their practicability, value, as well as
unintended detrimental effects that they may bring with
them.52e54 112 While the optimal methods of delivering
computerized alerts are yet to be identified, the current wide-
spread deployment of CPOE systems provides an unprecedented
opportunity for researchers and practitioners to learn quickly
from practice to identify deficiencies and improvement oppor-
tunities.113 114 To facilitate knowledge discovery and accumula-
tion requires (1) use of theoretically informed research
instruments to better assess and understand emerging issues, and
(2) use of standardized tools to obtain comparative results across
studies and across institutions. The survey development and
validation work described in this paper represents such an
attempt.

The development of the survey was based on social
psychology and technology acceptance theories that have been
extensively validated in their respective domains.58 59 66 69

According to Venkatesh et al, this family of models accounts for
as much as 70% of behavioral intention variance, which ‘may be
approaching the practical limits to explain individual acceptance
and usage decisions in organizations.’65 van der Sijs et al’s
adapted accident causation model and the review of the extant
literature further provided the survey contextual measures and
questionnaire items. This extension is essential because the
original UTAUT instrument, developed with generic business IT
applications in mind, may not be well suited for studying
decision-support technologies used in complex healthcare envi-
ronments. For example, while ‘improved time efficiency ’ is an
important UTAUT measure, it is less relevant in the context of
this study given that DDI alerts are meant to improve quality of
care and patient safety, oftentimes at a sacrifice of upfront time
efficiency.112 Further, with the inclusion of multidimensional
conditions and beliefs, the survey instrument may provide
a useful tool for studying common behavioral antecedents
underlying prescribers’ decisions to adopt or not to adopt a CDS
technology, that is, helping fill the ‘left side of the model’ by
investigating behavioral or social forces that drive the behavior
observed, as called for by other researchers.69

Lastly, as indicated in the qualitative analysis of the narrative
feedback, some respondents did not seem to differentiate
between DDI and other kinds of alerts (or were unable to), yet
they provided complete responses to all survey questions. The

reliability of self-reported data collected from busy practitioners
is hence called into question, which adds to other common
forms of measurement errors in survey research.115 Informatics
studies may be particularly vulnerable to such data issues due to
the smaller sample sizes they typically enroll. In addition to
improving the communication with prospective research
participants, whenever possible, alternative methods such as
ethnographic observations and analyses of computer-recorded
usage logs should be considered to triangulate results obtained
from questionnaire surveys.

CONCLUSION
In this paper, we present the development and empirical vali-
dation of a survey instrument for assessing prescribers’ percep-
tion of computerized DDI alerts. The survey is grounded in
UTAUTand an adapted accident causation model. Development
of the survey was also informed by a review of the extant
literature on prescribers’ attitudes toward computerized medi-
cation safety alerts and common prescriber-provided reasons for
overriding. The empirical validation yielded satisfactory results.
However, a few potential issues were also identified. We
analyzed these issues accordingly and the results led to the final
survey instrument as well as usage recommendations.
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