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Abstract
Recent studies have demonstrated that context can dramatically influence the recognition of basic
facial expressions, yet the nature of this phenomenon is largely unknown. In the present paper we
begin to characterize the underlying process of face-context integration. Specifically, we examine
whether it is a relatively controlled or automatic process. In Experiment 1 participants were
motivated and instructed to avoid using the context while categorizing contextualized facial
expression, or they were led to believe that the context was irrelevant. Nevertheless, they were
unable to disregard the context, which exerted a strong effect on their emotion recognition. In
Experiment 2, participants categorized contextualized facial expressions while engaged in a
concurrent working memory task. Despite the load, the context exerted a strong influence on their
recognition of facial expressions. These results suggest that facial expressions and their body
contexts are integrated in an unintentional, uncontrollable, and relatively effortless manner.
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Humans are tuned to recognize facial expressions of emotion in a fast and effortless manner
(Adolphs, 2002, 2003; Darwin, 1872; Ekman, 1992; Hassin & Trope, 2000; Ohman, 2000;
Peleg et al., 2006; Russell, 1997; Tracy & Robins, 2008; Waller, Cray Jr., & Burrows,
2008). When viewed in isolation, specific muscular configurations in the face act as signals
that accurately1 and rapidly convey (Ekman, 1992) discrete and basic categories of emotion
(Ekman, 1993; Ekman & O’Sullivan, 1988; Smith, Cottrell, Gosselin, & Schyns, 2005;
Young et al., 1997). Yet in real life, facial expressions are typically embedded in a rich
context which may be emotionally congruent or incongruent with the face (de Gelder et al.,
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2006). Nevertheless, the majority of studies have focused on isolated facial expressions,
overlooking the mechanisms of face-context integration.

Recent investigations have indeed shown that the recognition of facial expressions is
systematically influenced by context (Aviezer et al., 2009; Aviezer, Hassin, Bentin, &
Trope, 2008; Aviezer, Hassin, Ryan, et al. (2008); Meeren, van Heijnsbergen, & de Gelder,
2005; Van den Stock, Righart, & de Gelder, 2007). For example, Aviezer, Hassin, & Ryan
(2008) demonstrated that emotional body context (and related paraphernalia) can
dramatically alter the recognition of emotions from prototypical facial expressions. To take
an example, consider the facial expression in Figure 1, recognized as fearful by over 70% of
participants (Aviezer, Hassin, Bentin, et al., 2008). In fact, the face was a prototypical facial
expression of sadness recognized as sad by 74% of participants when it was presented in
isolation (Ekman & Friesen, 1976). Yet, when a fearful context was embedded, the sad face
was recognized as sad by less than 20% of the participants.

The magnitude of face-context integration was strongly correlated with the degree of
similarity between the target facial expression (i.e., the face being presented) and the facial
expression that was prototypically associated with the emotional context (Aviezer et al.,
2008b). The similarity between facial expressions can be objectively assessed using data-
driven computer models (Susskind, Littlewort, Bartlett, Movellan, & Anderson, 2007) and
by analyzing perceptual confusability patterns in human participants (Young et al., 1997).
The more similar the target facial expression was to the face prototypically associated with
the emotional context, the stronger the contextual influence: a pattern we coined the
“similarity effect” (Aviezer, Hassin, Bentin, et al., 2008). Of course, real life emotional face-
body interactions and incongruities are probably far more subtle and complex. Nevertheless,
systematically manipulating and combining basic face-body emotions serves as a powerful
tool for exploring the process of face-context integration and revealing the malleability of
expressive face perception.

Although the influence of emotional body context on facial expression recognition is robust,
the underlying process is unclear. Specifically, it is unknown if the integration process is a
controlled deliberate process (Carroll & Russell, 1996; Trope, 1986) or if it proceeds in a
more automatic fashion (Bargh, 1994; Buck, 1994; McArthur & Baron, 1983). Recently we
provided tentative support for the latter view by showing that the pattern of eye movements
to contextualized faces was determined by the expression revealed by the context rather than
the face (Aviezer, Hassin, Ryan, et al., 2008). Yet, while they are suggestive, changes in eye
movements may reflect cognitive categorization strategies and decisional processes rather
than automatic perceptual processes (Henderson, 2007). Furthermore, changes in eye
movements may be decoupled from changes in categorization. For example, when
perceiving isolated facial expressions of anger and fear, observers scan both types of faces
with highly similar patterns of eye movements, yet the faces are easily differentiated as
conveying separate emotions (Wong, Cronin-Golomb, & Neargarder, 2005). Hence,
previous evidence is insufficient for determining if face-context integration is automatic or
not.

Understanding if face-context integration proceeds automatically is central for assessing the
importance of the process. From a practical level, automaticity in emotion perception seems
crucial to enhance efficiency (Bargh, 1994). Daily social interactions impose huge
processing demands resulting from the simultaneous flow of rapidly changing affective
information from multiple sensory channels, often under suboptimal conditions of noise and
distraction (Halberstadt, Winkielman, Niedenthal, & Dalle, 2009). If one were to process
each source of information separately and then formulate a slow and effortful integration,
the output would only be available long after the response was required. Therefore, finding
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that this process displays features of automaticity would mean that the face-context
integration effect may be functional in real life conditions occurring outside the lab.

The feasibility of face-context integration seems evident as previous work found early cross-
modal integration effects of facial expressions on auditory-evoked potentials to emotional
voices (Dolan, Morris, & de Gelder, 2001; Pourtois, de Gelder, Vroomen, Rossion, &
Crommelinck, 2000). Additionally, studies using evoked related potentials revealed that
face-body stroop effects trigger an enhancement of the occipital component to incongruent
combinations peaking around 100 ms (Meeren et al., 2005). These studies suggest that in
principle the visual system is well equipped to perform rapid integration of affective visual
information, yet it is unknown if face-context integration actually proceeds in such an
automatic fashion.

In the current investigation we begin to explore the characteristics of the face-context
integration process. One possibility is that upon encountering a contextualized facial
expression viewers consider the emotions expressed by the face and context, and then
formulate an intentional, deliberate, and effortful judgment about the face. For example,
Carroll and Russell (1996) explicitly proposed that the process of attributing specific
emotions to others based on facial and contextual information proceeds in a slow and
effortful manner. Although it is possible, such a controlled process might prove inefficient in
the dynamic social and emotional realms in which rapid emotional recognition is crucial,
often without the luxury of extended conscious deliberation.

Alternatively, the process of face-context integration may take place in a relatively
automatic fashion. Automatic integration may occur efficiently and rapidly, with little effort
or conscious deliberation involved, hence deeming it suitable for the typical constraints of
emotion recognition (Bargh, 1994; Buck, 1994; McArthur & Baron, 1983). If this is indeed
the case, then facecontext integration could play an integral part in commonplace emotion
recognition.

It should be noted that traditionally, psychological processes have only been considered
automatic if they exhibited a full checklist of criteria such as being nonconscious, ballistic
(i.e., once started they cannot be stopped), effortless (i.e., they do not require conscious
mental resources), and unintentional, (e.g., Bargh, 1994; Posner & Snyder, 1975; Schneider,
Dumais, & Shiffrin, 1984; Wegner & Bargh, 1998). However, recent accounts of
automaticity have cast doubt on the need for all of these criteria to be fulfilled (Tzelgov,
1997a; Tzelgov, 1997b). Rather, it seems likely that some constellation of these features is
required for the rapid and highly efficient processing of stimuli. Following this logic, the
current set of experiments examined two key features of automaticity with regard to face-
context integration: a) intentionality, that is, does face-context integration proceed regardless
of intention (Bargh, Chen, & Burrows, 1996), and b) effortfulness, that is, does face-context
integration require the exertion of mental resources or does it proceed effortlessly.

Experiment 1
The main goal of this experiment was to examine whether the process of integrating the face
and context is intentional, that is, whether intention was a prerequisite for the process.
Participants in all conditions were instructed to focus on the faces and to categorize the
emotions that they portrayed. In the first two experimental conditions participants were
warned that the contexts may affect their judgments, and hence they were explicitly
encouraged to ignore them. In Condition 1, participants were told about the face-context
manipulation and they were explicitly encouraged to ignore the contexts (henceforth the
“Ignore” condition). In a second condition, we added a vivid visual demonstration of an
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isolated facial expression being placed and removed from an emotional body context to the
aforementioned instructions (henceforth the “Ignore & Demo” condition).

In a third experimental condition, participants were not warned against using the context;
however, they were led to believe that the context was irrelevant to the face recognition task
because the faces and bodies were randomly paired (henceforth the “Irrelevant” condition).
This condition was introduced to control for potential rebound ironic-processing effects in
the two Ignore conditions, which may be triggered when individuals actively attempted to
avoid processing information (Wegner, 1994). Participants in a fourth control group were
simply asked to categorize the facial expressions with no special instructions concerning the
context (henceforth the “Control” condition). To ensure that all the participants were
motivated to follow through with the instructions, we offered a $35 prize to the most
accurate participant.

Participants in the three experimental conditions should have no intention to integrate the
contexts. Thus, if the integration requires intention, participants in these conditions should
be relatively unaffected by the contexts. In contrast, if the integration does not require
intention, then context effects should emerge. Consequently, one would expect the contexts
to exert similar effects in all four conditions. Moreover, if the process is unintentional and
still stoppable, then participants in the two Ignore conditions as well as the Irrelevant
condition should be able to stop it. Hence, if this is the case, then they should show
diminished effects of context.

Method
Participants—One hundred sixty-six undergraduate students (44 male, 122 female) from
the Hebrew University (18–24 years, M = 22.3) participated for course credit or payment.
Past work has shown that face-context effects are robust and reliably detected with n = 10
participants, with an alpha level of .01 (using a within-subject design). In the current study
we used a much larger sample of participants in order to increase our power to detect any
influence of the instructions on the similarity effect (Control: N = 45, Ignore: N = 47, Ignore
& Demo: N = 44, Irrelevant: N = 30).

Stimuli—Portraits of 10 individuals (5 female) posing with the basic facial expressions of
disgust, anger, sadness, and fear were selected from the Ekman and Friesen (1976) set.
These faces were combined with context images which included bodies of models placed in
emotional situations handling various paraphernalia. The emotion of the context was
conveyed by a combination of body language, gestures, and paraphernalia: all contributing
to a highly recognizable manifestation of a specific emotion.

Four levels of similarity were created between the face and context: (a) High Similarity,
disgust face on the anger body and anger on disgust; (b) Medium Similarity, disgust on
sadness and sadness on disgust; (c) Low Similarity, disgust on fear and fear on disgust; and
(d) Identity, in which each facial expression appeared in a congruent emotional context, for
example, disgust on disgust (see examples in Figure 2). Previous work with computerized
image analysis and similarity ratings of participants has shown that facial expressions of
disgust bear declining degrees of similarity (and confusability) to faces of anger, sadness,
and fear, respectively (Susskind et al., 2007; Young et al., 1997).

Isolated facial expressions and the faceless emotional contexts were also presented in
separate counterbalanced blocks following the experimental task, serving as baseline
stimuli.

Aviezer et al. Page 4

Emotion. Author manuscript; available in PMC 2011 December 18.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Design—The 4 × 4 mixed experimental design included a within-participant factor of
Similarity (Identity, Low Similarity, Medium Similarity, and High Similarity) that reflected
the varying degrees of similarity between the face associated with the context and the actual
face presented to participants. The Instructions (Control, Ignore, Ignore & Demo, and
Irrelevant) served as a between-participant factor. The dependent variable was the accuracy
of facial expression recognition defined as the percentage of categorizations to the original
intended face emotion. An additional dependent variable was the tendency to miscategorize
the face as conveying the emotion of the context, that is, the degree of contextual bias.

Procedure—Face-context composites were randomly presented on a computer monitor
one at a time with no time limits, and participants were requested to choose the emotion that
best described the facial expressions from a standard list of six basicemotion labels (sadness,
anger, fear, disgust, happiness, and surprise) which were presented under the image.

The four groups of participants differed in the instructions and information that they
received prior to the facial expression recognition task. In the Ignore condition, participants
were instructed, “In this experiment we combined facial expressions with emotional
contexts. Sometimes the facial expression fits the context and sometimes it does not, and
hence the context might interfere with the recognition of the emotional expression of the
face. Your task is to indicate the category that best describes the facial expression. Ignore
the context and base your answers on the face alone.”

In the Ignore & Demo condition, participants received the exact same instructions, followed
by a PowerPoint face-context integration demo. In the demo, a prototypical isolated facial
expression of disgust first appeared on a gray background. After 5 s, a context image (the
torso of a bodybuilder) emerged from the bottom of the screen and seamlessly formed an
integrated image with the head portraying the facial expression (Previous work has shown
that this face-body combination results in the disgust face being strongly misrecognized as
proud and boasting; Aviezer , Hassin, Ryan, et al., 2008). After 5 s, the torso disappeared
from the image. The isolated disgusted facial expression remained on the screen for an
additional 5 s and then disappeared. Participants were purposefully not exposed to one of the
critical face-context combinations from the actual experiment so as to minimize
experimental demand.

In the Irrelevant condition, participants were told that “this experiment is part of a validation
study of stimuli which will be used in the lab in the future. In order to increase the number
of stimuli, we used StimGen, a computer program which randomly selects and combines
facial expressions with body expressions. You will see images of people generated by the
software and your task is to indicate the category that best describes the facial expression.”

Finally, in the Control condition, participants were instructed that on each trial they should
“press the button indicating the category that best describes the facial expression”.

Results
Isolated faces and contexts—The full means and SDs for recognizing the isolated faces
and contexts are outlined in Table 1. The groups did not differ in their baseline recognition

of the facial expressions, F(3, 162) = 1.02, p = .38 , and they did not differ in their

recognition of the faceless contexts, F(3, 162) = .86, p = .46 . As seen in Table 1,
disgust and fear were more poorly recognized than anger and sadness (p < .001): a finding
which recurred in other studies with Israeli (Aviezer, Hassin, & Bentin, in press) and United
States populations (Aviezer, Trope, & Todorov, 2011), which may reflect a confusability
carryover from the contextualized conditions.
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Facial expressions in context—The recognition of facial expressions was strongly
influenced by the body context, as evidenced by a significant effect of Similarity.
Participants were most accurate at recognizing the intended facial expression when the faces
appeared in the Identity condition, less accurate in the Low and Medium Similarity
conditions, and the least accurate in the High Similarity condition, F(3, 486) = 289.09, p < .

0001, .

Crucially, despite the instructions, information, and incentives to not use the context,
participants in the four experimental groups were influenced to similar degrees by the

context (Figure 3A). Both the effects of the Instruction, F(3, 162) = 1.2, p = .28,  and

the interaction, F(9, 486) = 1.32, p = .22, , were not significant.

In order to further examine if the effect sizes and magnitude of the similarity effect changed
following instruction, we ran separate ANOVAs for each group. The results indicated that
the Similarity effect had nearly identical significance levels and effect sizes for the Control

group, F(3, 132) = 99.7, p < .0001, , the Ignore group, F(3, 138) = 78.3, p < .0001,

, the Ignore & Demo group F(3, 129) = 71.4, p < .0001, , and the Irrelevant

group, F(3, 87) = 58.7, p < .0001, .

An additional way to examine face-context integration is by focusing on the mirror image of
accuracy, that is, the miscategorization of the face as conveying the context emotion rather
than the face emotion (Aviezer, Hassin, Ryan, et al., 2008). A 4 × 4 Similarity by
Instructions repeated ANOVA revealed a main effect of similarity: Participants were most
likely to categorize the face as the context emotion in the Identity condition, followed by the
High Similarity, Medium Similarity, and Low Similarity conditions (in that order), F(3, 486)

= 687.5, p < .0001,  (Figure 3B). Planned t tests confirmed that the difference was
significant between all similarity levels (all ps < .001). By contrast, no difference was found

between the four instruction groups, F(3, 162) = 1.1, p = .347, , and the interaction

was also not significant, F(3, 162) = .143, p = .934, .

Hypothetically, not getting the effects of instruction while getting the effects of context
similarity could occur as a result of the former being a between-condition comparison and
the latter being a within-participant condition. We ruled out this possibility by examining if
the similarity effect would still hold between subjects, for example, by comparing the
accuracy scores of the identity context from the control group, the Low Similarity context
from the Ignore group, and the High Similarity context from the Ignore & Demo group. In
all combinations the similarity effect held up, (all Fs > 30, all ps < .0001) suggesting
sufficient power of the design.

Overall, these data suggest that all groups were similarly influenced by the contexts in which
the facial expressions were embedded, implicating that participants had little control over
the integration outcome.

Discussion
The findings from Experiment 1 show that when participants are instructed and motivated to
not use the context, and hence have no motivation to use the context, integration still occurs.
This pattern held up even when participants were not instructed to avoid the context, but
rather, were led to believe that the context was irrelevant for the face recognition task. This
implies that our findings did not result from rebound effects caused by ironic processes.
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Thus, similar patterns of contextual influence were observed regardless of the instructions
participants received prior to the task. This result strongly implies that differential and
selective face-context integrations occur unintentionally. Furthermore, they also suggest that
the integrations are unstoppable.

As always, null effects must be interpreted with caution. Nevertheless, our analysis showed
that the contextual similarity effect was maintained in all three experimental groups with
sufficient power and sample size. Given the explicit information, instructions,
demonstration, and motivation participants had for not using the context, one wonders what
additional help might have been offered that would have assisted in releasing participants
from the relentless grip of the context. Next, we turn to explore a second key feature of
automaticity: effortfulness.

Experiment 2
The results of Experiment 1 suggest that the emotional context we used cannot be easily
controlled, and hence its integration with the face does not require intention and it cannot be
deliberately disregarded or ignored. Nevertheless, the categorization of facial expressions in
context might still be sensitive to the amount of available cognitive resources. In Experiment
2 we used a dual-task paradigm in order to examine if face-context integrations reveal
another feature of automaticity—effortlessness (Gilbert, Krull, & Pelham, 1988; Trope &
Alfieri, 1997). If the process is effortful, the decrease in available mental resources should
result in diminished contextual influences. However, if the process is relatively effortless,
then the amount of available mental resources should not matter.

Participants were instructed to categorize contextualized facial expressions while
memorizing a letter-number string (Tracy & Robins, 2008). Following the categorization of
the contextualized face expression, participants were required to recall the memorized string
(see Figure 4). One concern in dual task memory recall tasks is that the recall itself might
prove to be a frustrating emotional experience. This problem is most pertinent to studies in
social cognition, as experiencing a given emotion may bias one’s recognition of emotions in
others (Richards et al., 2002). To this end we opted for a string length of six items, which
would tax cognitive resources while not inducing extreme frustration in participants. Strings
of this length have been effectively used in a wide range of dual-task studies (Bargh & Tota,
1988; Karatekin, 2004; Ransdell, Arecco, & Levy, 2001).

As in Experiment 1, we exploited the similarity effect; that is, the finding that the magnitude
of contextual influence is strongly correlated with the degree of similarity between the target
facial expression (i.e., the face being presented) and the facial expression that is
prototypically associated with the emotional context. If contextual influence occurs
effortlessly, it should occur irrespective of the cognitive load.

Method
Participants—Ninety-four undergraduate students (39 male, 55 female) from the Hebrew
University (mean age = 21.2) participated for course credit or payment.

Stimuli—Portraits of 10 individuals (five female) posing with the basic facial expressions
of disgust (10 images) and sadness (10 images) were selected from the Ekman and Friesen
(1976) set. Pilot studies found that these two emotions show strong and linear contextual
influence as a function of face context similarity. Faces from each emotional category were
planted on images of models in emotional contexts that were tailored to exert three different
levels of similarity: Identity, High Similarity, and Low Similarity.
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For the current experiment, three levels of face-context similarity were introduced for each
facial expression category. In the High Similarity contextual condition, disgust faces
appeared in an anger context and sadness faces appeared in a fearful context (for the
similarity structure between facial expressions of emotions see Susskind et al., 2007). In the
Low Similarity contextual condition, disgust faces appeared in a fearful context and sadness
faces appeared in an anger context. In the Identity condition, facial expressions of disgust
and sadness appeared in a congruent emotional context. Isolated facial expressions and
faceless emotional contexts were also presented in separate counterbalanced blocks
following the experimental task, serving as baseline stimuli.

Design—A 3 × 2 mixed experimental design was employed with Similarity (Identity, High
Similarity, Low Similarity) as a within-participant factor and Load (High, Low) as a
between-participants factor. Face context integration was measured using recognition
accuracy, which was defined as the percentage of times a face was categorized as its
“original” intended emotional category (see footnote 1).

Procedure—Each trial started with the presentation of a random six-item string which
included five numbers and one letter (e.g., 274K81). Participants in the High Load group
were instructed to memorize the full string, whereas participants in the Low Load group
were instructed to memorize the single letter. After 4 s, the string disappeared and
participants were presented with a contextualized facial expression which they were asked to
categorize as conveying one of six basic emotions (see Experiment 1). Immediately after the
emotional categorization, participants were required to type the string in a box that appeared
on the screen. Trial-by-trial feedback was delivered for the memory task accuracy (correct
and incorrect) as well as the cumulative average accuracy for the memory task. We opted to
supply an ongoing feedback, as we expected it would maintain engagement in the task and
because we assumed (based on previous work) that the overall accuracy would not be
sufficiently low to induce a negative mood. An accurate recall in the memory task was
defined as correct recall of all six figures in the correct sequence.

Results
In order to ensure baseline recognition of isolated emotional stimuli, we excluded
participants who displayed a zero recognition rate for any of the isolated facial expressions
or any of the faceless body contexts. The remaining 62 participants (33 experimental, 29
control) were used in the following analyses.

Memory performance in the load task—Responses in the load memory task were only
defined as “correct” if the full string was recalled in the correct order. As expected,
memorization of the full string in the load task was more difficult than the memorization of
the single letter in the control task. This was evident because the accuracy was significantly
higher in the Control group (M = 93.4%, SD = 11.6) than the Load group (M = 70.2%, SD =
16.2), t(60) = 6.3, p < .0001. Subsequent analyses were conducted on correct trials only, in
which participants successfully memorized the memory string (i.e., all items were recalled in
correct in sequence).

Isolated contexts and faces—The average recognition of the isolated contexts and
faces by group is shown in Table 2. The faceless contexts did not differ in terms of their
recognition rates, and the groups did not differ significantly in their recognition of the
isolated faces (both the group and interaction p values > .45). As in Experiment 1, sad faces
were better recognized than disgust expressions, a finding which may reflect a confusability
carryover from the contextualized conditions.
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Recognition of facial expressions in context—Replicating our findings from
Experiment 1, face expression recognition was strongly influenced by the face-context
similarity. Across both facial expressions, accuracy was highest in the Identity context,
intermediate in the Low Similarity context, and lowest in the High Similarity contexts, F(2,

120) = 144, p < .0001, . Pairwise comparisons between all context conditions
confirmed that the decline in accuracy was significant across all levels (all p values < .001).
Crucially, the ANOVA indicated that despite the cognitive effort exerted by the
memorization task, the Load group did not differ from the Control group in their pattern of

emotion recognition, F(1, 60) = .43, p = .51, , and the interaction between the group
and context was not significant, F < 1. Hence, face-context integration did not break down
despite the manipulation of load (see Figure 5).

Because the isolated disgust facial expressions were recognized more poorly than the
isolated sad facial expressions, we ran additional separate ANOVAs for each facial
expression type. This analysis allowed us to examine if the automaticity of face-context
integration was modulated by face ambiguity. Face-context integration (as evident by the
similarity effect) occurred strongly for both facial expressions of disgust, F(2, 120) = 131.4,

p < .0001,  and sadness, F(2, 120) = 93.3, p < .0001, . Critically, there was

no effect of the group in either the disgust, F(1, 60) = .228, p > .6., , or sadness

expressions F(1, 60) = .28, p > .59., .

We also examined whether forgetting the string happened more or less often in the
conditions where incongruent context was presented than when there was a similar context
presented. If face-context integration takes place with minimal cognitive resources, then the
memory task might serve as a second indicator of whether the perception of incongruent
expressions and contexts required greater cognitive resources. Focusing on the High Load
group, we used a repeated ANOVA to compare accuracy on the memory task as a function
of face-context similarity. The results indicated that the probability of memory errors was
virtually the same in the identity (M = 71%, SD = 17.2), Low Similarity (M = 69.85, SD =
19.6), and High Similarity (M = 69.09, SD = 18.09) conditions, F(2, 64) = .53, p = .59,

. Hence, facecontext integration occurs with minimal resources irrespective of the
incongruity between face and context.

Discussion
The findings from Experiment 2 suggest that face-context integration occurs effortlessly in
that it is not impaired by a concurrent cognitive load. Despite the different levels of the load
in the experimental and control conditions, participants in both groups showed similar face-
context integrations. As in Experiment 1, participants in both groups displayed a differential
effect of context that was determined by the degree of similarity between the observed faces
and the facial expressions that would typically be associated with each emotional context.
The fact that this finetuned process was highly similar in both groups suggests that this
process draws very little on a common pool of cognitive resources. Interestingly, our
analysis suggests that the recognizability of the facial expressions played little role, if any, in
the automaticity of the face-context integration process. Although disgust faces were more
ambiguous than sad faces, both expressions showed comparable similarity effects
irrespective of the load.

General Discussion
A large body of work has shown that isolated prototypical facial expressions directly signal
the specific emotional states of individuals (Adolphs, 2003; Buck, 1994; Ekman, 1993;
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Ekman & O’Sullivan, 1988; Frith, 2008; Ohman, 2000; Peleg et al., 2006; Tracy & Robins,
2008; Waller et al., 2008). Recent work in the field, however, has highlighted the
importance of contextual information by demonstrating the malleability and flexibility of
contextualized facial expression recognition (Barrett, Lindquist, & Gendron, 2007). In this
paper, we aimed to characterize the process by which facial expressions and body context
are integrated. Specifically, we asked if viewers formulate an intentional and effortful
decision after considering the emotion expressed by the face and context, or if the face and
context are integrated in a highly automatic, unintentional, and noneffortful manner.

Unintentionality
In Experiment 1 participants were explicitly instructed and monetarily motivated to ignore
the context. Additionally, participants were given information about the manipulation and
shown a visual demonstration, which were used to help motivate them to ignore the context
of the face. An additional group of participants was led to believe that the body contexts
were irrelevant because they were randomly paired with the faces, but no instruction to
avoid the body was given. Nevertheless, despite their intention, participants in all groups
proved incapable of ignoring the context, which was evidenced by the highly similar
patterns of contextual influence in all groups. The results of this experiment strongly suggest
that face-context integrations occur in an unintentional manner.

The current design encouraged participants to prevent the facecontext integration from the
first moment that they encountered the visual scene. Given our results, it also seems safe to
assume that the outcome would be similar if participants would try to stop a process of face-
context integration that had already been launched. Hence, although the automaticity feature
of stoppability (Bargh, 1994) was not explicitly assessed in Experiment 1, the results suggest
that face-context integration is ballistic by nature; that is, once it is instigated, the process
cannot be stopped at will. Other-wise, participants would have stopped the integration in
order to increase the likelihood that they would receive the monetary prize.

Effortlessness
In Experiment 2 participants categorized contextualized facial expressions while they were
engaged in an unrelated concurrent working memory task. Experimental and control groups
performed an identical face categorization task that differed only in the degree of concurrent
cognitive load. Nevertheless, a similar degree of face-context integration occurred
irrespective of the load, suggesting that face-context integration proceeds in an effortless
manner. Previous work has suggested that the processing of facial stimuli (Landau & Bentin,
2008) and facial expressions in particular (Tracy & Robins, 2008) proceed in an automatic
manner that is relatively uninfluenced by central executive resources. Our results extend the
claim and suggest that not only are facial expressions processed automatically, but they are
also integrated with their surroundings in such a manner.

The Issue of Automaticity Revisited
The current set of experiments suggests that face-context integration proceeds in an
automatic fashion on at least two dimensions: intentionality and effort. Yet, the striking
findings in this study relate to the failure to demonstrate a difference between conditions.
Clearly, failing to reject H0, one cannot conclude that H0 is true. Nevertheless, the effect
sizes in the control versus automatic conditions are highly similar. If indeed the groups we
examined do differ, our failure to document even the slightest bit of evidence for this
difference is surprising.

Furthermore, one can consider the results of our experimental conditions on their own (i.e.,
without the comparison to the control condition). Contrary to the predictions of a controlled
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account, these conditions show that we get dramatic effects of context even when
participants are encouraged not to show them and they are under load. These data suggest
that the process of face-context integration, at least in the specific case in which the context
is a body, occurs in an automatic fashion as far as intentionality and effortlessness are
concerned.

Why is it that participants do not attempt to correct their initial impression of the
contextualized face? One possibility might be that the context changes the actual perceptual
appearance of the face from an early stage (Aviezer, Hassin, Ryan, et al., 2008; Barrett et al.,
2007; Halberstadt, 2005; Halberstadt & Niedenthal, 2001). For example, we have shown
that an emotional context changes the profile of eye scanning to facial expressions from an
early stage (Aviezer, Hassin, Ryan, et al., 2008). Hence, participants might not be able to
correct their perception simply because the faces look different to them (Wilson & Brekke,
1994).

The current work provides evidence for automaticity in emotional face-context integration,
yet it leaves open the intriguing question of how this mode of processing develops. One way
to further explore this matter would be to examine the developmental timeline of face-body
integration. One obvious possibility is that young children are initially poor at face-context
integration just as they have reduced visual context integration, as is evidenced by their
weaker experience of visual illusions (Kldy & Kovcs, 2003). However, after being
repeatedly exposed to certain combinations of affective information (both within and
between modalities), they become more and more proficient at integrating the sources until
the process is automatized. According to this account, one may see a gradual shift from
effortful and deliberate face-body processing to automatic and more efficient integration
during the early childhood years.

Recent work has shown that for young children (ages 4–10), contextual verbal story scripts
were more important than facial information in determining the emotion felt by targets
(Widen & Russell, 2010a). Interestingly, visual (and hence more ecological) context may
have a different effect. An anecdotal observation of the first author (H.A.) suggests that
toddlers may discern the affective states of others from the face while ignoring the obvious
visual context of the expression. For example, when observing a picture of a man picking up
a heavy box, the effortful face expression is misinterpreted as “Mad”. Finally, the
developmental time course of face context integration may also develop at a different rate
for different expressions, perhaps in parallel to the developmental time course of facial
expression recognition (Widen & Russell, 2010b, 2010c). Clearly, additional work will be
required to clarify these matters.

In sum, our findings suggest that the integration of facial expressions and context cascades
in a highly efficient manner which deems it relevant for the everyday demands of social
cognition. Although previous accounts have focused on the relation between isolated facial
expression recognition and social adeptness (Marsh, Kozak, & Ambady, 2007), an even
richer picture may emerge when facial expression perception is considered within an
emotional context.
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Figure 1.
An example of a prototypical facial expression embedded on a fearful body context. Image
from Pictures of Facial Affect, by P. Ekman and W. V. Friesen, 1976, Palo Alto, CA:
Consulting Psychologists Press. Copyright 1976 by P. Ekman and W. V. Friesen.
Reproduced with permission from the Paul Ekman Group.
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Figure 2.
Examples of the face-context similarity conditions presented in Experiment 1 for the disgust
faces. (A) Disgust face in a disgust context (Identity). (B) Disgust face in a fearful context
(Low Similarity). (C) Disgust face in a sad context (Medium Similarity). (D) Disgust face in
an anger context (High Similarity). Images from Pictures of Facial Affect, by P. Ekman and
W. V. Friesen, 1976, Palo Alto, CA: Consulting Psychologists Press. Copyright 1976 by P.
Ekman and W. V. Friesen. Reproduced with permission from the Paul Ekman Group.
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Figure 3.
(A) Accuracy (% correct) of recognizing contextualized facial expressions as a function of
the experimental condition and context similarity. (B) Categorization of the faces (%) as
conveying the context emotion.

Aviezer et al. Page 17

Emotion. Author manuscript; available in PMC 2011 December 18.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 4.
Outline of an experimental trial in Experiment 2. Image from Pictures of Facial Affect, by P.
Ekman and W. V. Friesen, 1976, Palo Alto, CA: Consulting Psychologists Press. Copyright
1976 by P. Ekman and W. V. Friesen. Reproduced with permission from the Paul Ekman
Group.
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Figure 5.
Overall accuracy (% correct) of recognizing contextualized facial expressions as a function
of the experimental condition (High Load vs. Low Load) and context similarity.
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Table 2
Experiment 2: Baseline Means (%) and Standard Deviations (SD) for Recognizing
Faceless Emotional Bodies and Bodiless Emotional Faces

Load Control

Emotional
Stimuli Mean SD Mean SD

Disgust body 98.4 8.7 99.1 4.6

Sad body 98.4 8.7 96.2 11.6

Anger body 91.9 20.7 94.8 13.9

Disgust face 48.6 24.9 43.1 22.3

Sad face 76.7 18.8 75.9 18.8
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