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Abstract

In this paper, we introduce a novel knowledge-based wordesdisambiguation method that determines the sense of
an ambiguous word in biomedical text using semantic sintylar relatedness measures. These measures quantify
the degree of similarity between concepts in the Unified M dianguage System (UMLS). The objective of this work
was to develop a method that can disambiguate terms in bimaledxt by exploiting similarity information extracted
from the UMLS and to evaluate the efficacy of informationeobased semantic similarity measures, which augment
path-based information with probabilities derived fronofmiedical corpora. We show that information content-based
measures obtain a higher disambiguation accuracy than-batted measures because they weight the path based on
where it exists in the taxonomy coupled with the probabilftthe concepts occurring in a corpus of text.

Introduction

Word Sense Disambiguation (WSD) is the task of automatically identifying the apprapei sense (or concept) of
an ambiguous word based on the context in which the word id. useour work, the set of possible meanings for a
word are the Concept Unique Identifiers (CUIs) associated wiparticular term in the Unified Medical Language
System (UMLS). Thus when performing WSD of biomedical terms more specific goal is to assign a term one of its
possible CUIs based on its surrounding context. For exartimdermcold could refer to the temperature (C0009264)
or the common cold (C0009443), depending on the context intwihoccurs.

Automatically identifying the intended sense of ambiguaoesds improves the performance of clinical and biomed-
ical applications such as medical coding and indexing faliguassessment, cohort discovery and other secondary
uses of data. These capabilities are becoming essental dag to the growing amount of information available to
researchers, the transition of US health care documentatieards electronic health records, and the push for qualit
and efficiency in healthcare.

In this paper, we introduce UMLS::SenseRelate, a novel kedge-based WSD method that disambiguates terms in
biomedical text. This method determines the most contpgtapriate sense of an ambiguous word using the degree
of semantic similarity between the possible senses ancethestsurrounding the ambiguous word. The underlying
assumption of the algorithm is that the ambiguous word wéllused in the sense that is most similar to the sense
of the terms that surround it. We evaluate our method on patied and information-content (IC) based similarity
measures. Path-based measures rely on the hierarchatadmslbetween the terms in a taxonomy. IC-based measures
augment this information with probabilities derived fromapus of text. IC quantifies the specificity of a conceptin

a hierarchy; a concept with a high IC value is more specifictapa than one with a low IC value.

The objective of this work is two-fold. Our first objectivetis develop and evaluate a method that can disambiguate
terms in biomedical text by exploiting similarity infornia extrapolated from the UMLS. Our second objective is to
evaluate the efficacy of IC-based semantic similarity mezsaver path-based measures.

Background

Unified Medical Language System:The UMLS is a data warehouse containing three knowledgecsesurthe
Metathesaurus, the Semantic Network and the SPECIALISTcbex The Metathesaurus contains approximately
1.7 million biomedical and clinical concepts from over 10ffadtent terminologies that have been semi-automatically
integrated into a single source. The terminologies in thealkesaurus can be treated independently or in combi-
nation. The Metathesaurus contains two main types of tubieal relations between the conceptsirent/child
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(PAR/CHD), which are hierarchical relations between cpte¢hat have been explicitly defined by the terminology,
and broaderinarrower (RB/RN), which are created by the UMLS editors during thegnation process. In our
experiments, we use the Medical Subject Heading (MSH) Turesawhich is the National Library of Medicine’s
(NLM) controlled vocabulary thesaurus consisting of bialieal concepts created for the purposes of indexing. The
MSH terms are organized in a hierarchical structure in ora@ermit searching at various levels of specificity.

The Semantic Network consists of a set of broad subject categcalled semantic types in which each concept in
the Metathesaurus is assigned one or more semantic typexkomple, the semantic type of C0206250 [Autonomic
nerve] isBody Part, Organ, or Organ ComponenThe SPECIALIST Lexicon contains terms that are used in the
biomedical and health-related domain along with lingaistformation such as spelling variants. In this work, we use
the SPECIALIST Lexicon to identify terms surrounding thelaguous word in our dataset.

Medline: Medline?is a bibliographic database containing over 18.5 millidat@ns to journal articles in the biomedi-
cal domain and is maintained by NLM. The 2009 Medline Basatincompasses approximately 5,200 journals starting
from 1948 and contains 17,764,826 citations; consistirgy480,567 unique unigrams (single words) and 39,225,736
unigue bigrams (two-word sequences). The majority of tHaipations are scholarly journals but a small number of
newspapers and magazines are included.

Related Work in Biomedical WSD

Existing methods that have been proposed to automaticaifyrbiguate words in biomedical text can be classified
into four groups: supervisetf, 345 semi-supervised,unsupervised,and knowledge-based metho¥sSupervised

and semi-supervised methods use machine learning algarithassign senses to instances containing the ambiguous
word. These algorithms learn from annotated training dédtizhlvconsists of a sufficient number of instances for each
sense of an ambiguous word. Supervised methods use maanoaliyated training data containing instances of a the
ambiguous word (referred to as therget word) to learn the context in which target words are used whera-sem
supervised methods automatically create these data. Tise s®ventory used in these methods are embedded in the
training data. The disadvantage of these types of methdbatisraining data needs to be created for each target word
to be disambiguated. Whether this is done manually or auioatly, it is infeasible to create such data on a large
scale.

Knowledge-based methods do not use any manually or autcaligijenerated training data, but use information from
an external knowledge source and possibly a corpus of tehe. SEnse inventory for these methods comes from the
knowledge source being used. Unsupervised methods relly sale distributional characteristics of an outside cerpu
and do not rely on sense information or a knowledge sourcthisrwork, we focus on knowledge-based methods.

Humphrey et af introduce a knowledge-based method that assigns a sensargeaword by first identifying its
semantic type with the assumption that each possible sexssa Histinct semantic type. A semantic type (st-) vector
is created for the semantic type of each possible sense asmgvord terms in the UMLS that have been assigned
that semantic type. A target word (tw-) vector is createdigishe words surrounding the target word. The cosine of
the angle between the tw-vector and each of the st-vectoeddslated and the sense whose st-vector is closest to the
tw-vector is assigned to the target word. In contrast, Alexdou et al’ introduce their “Closest Sense” method which
calculates the average shortest distance between the setype of a possible sense and the semantic types each of
the words surrounding the target word. This is done for eadsiple sense, and the sense with the shortest distance
is assigned to the target word. The limitation to each ofd@hasthods is that they rely on the semantic types of the
possible senses to be distinct. Therefore, if two possérieas have the same semantic type neither of these methods
is able to distinguish between them. For example, the tertices can refer to either the cerebral cortex (CO007776)
or the kidney cortex (C0022655); each with the semantic tioely Part, Organ, or Organ Component”. Analysis of
the 2009 Medline datashows that there are 1,072,902 terms in Medline that exisisrtJMLS of which 35,013 are
ambiguous and 2,979 have two or more senses with the samatsetgpe. This indicates that approximately 12%

of the ambiguous words cannot be disambiguated using thelkdge-based methods discussed above and another

ahttp://mbr.nlm.nih.gov/Download/index.shtml
bhttp://mbr.nlm.nih.gov/index.shtml
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method is required. Our method does not have this limitation

Similarity Measures

Existing semantic similarity measures can be categorizedtivo groups: path-based and information content (IC)-
based. Path-based measures rely on the shortest path atfongwhereas IC-based measures incorporate the proba-
bility of the concept occurring in a corpus of text.

Path-based: Rada et af® introduces the conceptual distance measure which is tiighefithe shortest path between
two conceptsdl andc2) in MSH using RB/RN relations. Caviedes & Cimihidater evaluated this measure using the
PAR/CHD relations. Theath measure is a modification of this and is calculated as themecal of the length of the
shortest path.

Wu and Palmef extend this measure by incorporating the depth of the LCBisrmeasure, the similarity is twice the
depth of the two concepts LCS divided by the product of theltepf the individual concepts as defined in Equation 1.

_ 2 depth{lcs(cy, c2))
SiMyup(cr,c2) = depth{cy) + depthcz2) ?

Leacock and Chodorott extend the path measure by incorporating the depth of trentamy. Here, the similarity
is the negative log of the shortest path between two concidgtied by twice the total depth of the taxonomy)as
defined in Equation 2.

minpath{c1, c2)

SiMyep(c1, c2) = — log 5% D

(2)
Nguyen and Al-Mubaid* incorporate both the depth and LCS in their measure. In tieigsure, the similarity is the
log of two plus the product of the shortest distance betwieetvto concepts minus one and the depth of the taxonomy
(D) minus the depth of the concepts LGS &s defined in Equation 3. Its range depends on the depth tfitbaomy.

SiMym (1, c2) = log(2 + (minpath{ci, c2) — 1) * (D — d))) 3)

IC-based: IC is formally defined as the negative log of the probabilitp@oncept. Resni® modified IC to be used
as a similarity measure. He defined the similarity of two agais to be the IC of their least common subsumer (LCS)
as shown in Equation 4.

sim,..s = IC(Ics(eq, c2) = — log(P(Ics(e, ¢2))) 4)

Jiang and Conrafl§ and Lin'” extended Resnik’s IC-based measure by incorporating teétt@ individual concepts.
Lin defined the similarity between two concepts by taking getient between twice the IC of the concepts’ LCS
and the sum of the IC of the two concepts as shown in Equatidinis.is similar to the measure proposed by Wu &
Palmer; differing in the use of IC rather than the depth ofdbecepts.

2 % |C(|CS(01, 02))
IC(c1) 4+ 1C(c2)
Jiang and Conrath defined the distance between two coneepts the sum of the IC of the two concepts minus

twice the IC of the concepts’ LCS. We modify this measure tamrea similarity score by taking the reciprocal of the
distance as shown in Equation 6.

Simy, = )

1

SMien = 1€ {er) 1 1C(ca) — 2 % 1C(cs(er, &)

(6)
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Method

UMLS::SenseRelatéis a freely available open source Perl package developessigraUMLS concepts to ambiguous
terms in biomedical text. In this method, each possibleesefs word is assigned a score by summing the similarity
between it and the terms surrounding the ambiguous word imeangvindow of context. The sense with the highest
score is assigned to the target word. We identify the termosnding the target word using the SPECIALIST
Lexicon. The sequence of words with the longest match toghag that exist in the lexicon are treated as a single
term. Once the terms are identified, the algorithm compbeesimilarity between the possible sense of the target word
and each of the surrounding terms using the freely availaié® source Perl package UMLS::Similafitgeveloped

to calculate the similarity or relatedness between biooadérms.

For example, consider the following sentence containieddhget wordolerance which has the possible senses Drug
Tolerance [C0013220] and an Immune Tolerance [C002096&}tdnuatesolerance to analgesic effect of morphine
in mice with skin cancer.

It attenuates tolerance to analgesic effect of morphine in mice
with skin cancer

mapping
Drug Tolerance Immune Tolerance
Score =0.09 + 0.16 + 0.11 Score = 0.09 + 0.05 + 0.04
=0.36 =0.18

Immune
Tolerance:
C0020963

Drug
Tolerance:
C0013220

Mice:
C0026809

Morphine:
C0026549

Skin cancer:
C0007114

Figure 1: Example of UMLS::SenseRelate Method

In this example, we use a window size of five which refers to fweatent terms to the right and the left of the
target word and attempt to map them to CUIs. In this case, dhéeat words areattenuates, analgesic, ef fect,
morphine, mice, skin cancer. Of these six words, only three have mappings to CUIs in M@bt:phine:C0026549,
mice:C0026809, andkin cancer:C0007114. In this method, we tredtin cancer as a single term mapping to the
concept C0007114 rather than individual words which wouéghrto skin:C1123023 andancer:C0006826.

Chttp://search.cpan.org/dist/UMLS-SenseRelate/
dhttp://search.cpan.org/distt UMLS-Similarity/
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The WSD algorithm then obtains similarity scores betweahedthe possible senses and the concepts of the content
words in the window of context and sums the scores to obtaitahdcore for each possible sense as shown in Figure 1.
The sense with the highest score is assigned to the targdt imahis case Drug Tolerance.

As stated above, the UMLS::Similarity package is used t@iobthe similarity between two biomedical terms. In
previous work*® we showed UMLS::Similarity could reliably reproduce thetpaased similarity measures proposed
by Leacock & Chodorow, Wu & Palmer, and Nguyen & Al-Mubaid.bSequently, we have extended this package to
include the IC-based measures proposed by Resnik, Jiangw€a€yp and Lin.

UMLS::SenseRelate is a novel extension of WordNet::Seelsa®: TargetWord developed by Patwardhan éfal.
which disambiguates words in general English text. WordSenhseRelate::TargetWord differs from our method in
two significant aspects. The first aspect is that WordNeats&Relate::TargetWord is designed to disambiguate words
in general English using the lexical resource WordNet whioks not contain sufficient biomedical terminoldgy
The second aspect is UMLS::SenseRelate’s approach tossitigethe identification of terms (or compound words).
In the biomedical domain, many of the words surrounding timbiguous word are predominately part of a larger
term whose meaning may differ from its components. For exapfatient Controlled Analgesiean be understood
by taking the union of the meanings of the three terms but iméasity between it and the worgain can not

be determined by summing the similarity of its parts. In Wéett:SenseRelate::TargetWord the compounds are
identified based on the lexical entries in WordNet. In ourhodt the terms are identified independently, in this case
the SPECIALIST Lexicon, allowing for the flexibility of inabing outside terminology resources.

Data

Propagation Data: TheUMLSonMedlinelataset created by NLM consists of concepts from the 2009MR 8 and

the number of times they occurred in a snapshot of Medlinertak 12/01/2009. The frequency counts were obtained
by using the Essie Search Engfhevhich queried Medline with normalized strings from the 26B9MRCONSO
table in the UMLS. The frequency of a CUI was obtained by agatieg the frequency counts of the terms associated
with the CUI to provide a rough estimate of its frequency. T@emeasures use this information to calculate the
probability of a concept.

Evaluation Data: We evaluate our method on NLM’s MSH-WSD data$etThe data set contains 203 ambiguous
terms and acronyms from the 2010 Medline baseline. Eachrinstof a term was automatically assigned a CUI
from the 2009AB version of the UMLS by exploiting the fact tieach instance in Medline is manually indexed with
Medical Subject Headings in which each heading has an ageddCUI. For each instance, containing an ambiguous
word, the sense was determined by first identifying the pts<CUIs of the ambiguous word in the UMLS, and
second extracting the manually assigned CUIs by the indeXesne, and only one, of the possible CUIs is in the set
of manually assigned CUIs, then that CUI is assigned to tlyetavord. Heuristic filters and manually spot checking
were also conducted to ensure the dataset’s reliabilitghEarget word contains approximately 187 instances, has
2.08 possible senses and has a 54.5% majority sense. OuB ¢d2@t words, 106 are terms, 88 are acronyms, and
9 have possible senses that are both acronyms and termsc&fople, the target worebld has the acronyrhronic
Obstructive Airway Diseasas a possible sense, as well as the t€otd TemperatureThe total number of instances

is 37,888.

Experiment

In this paper, we evaluate each of path-based and IC-baseansie similarity measures previously discussed on
the task of WSD using UMLS::SenseRelate. During this prece® also evaluate two parameters: 1) the use of
terms versus single words surrounding the ambiguous waidi 23 the size of the window in which the terms and
words are obtained. These experiments were conducted th@n?009AB version of the UMLS to coincide with
the UMLSonMedline in which the propagation information vedained. We use the MSH taxonomy located in the
UMLS Metathesaurus because the possible senses of eaehtafglet words in the MSH-WSD dataset were obtained
from this source. Differences between the means of disamliign accuracy produced by various approaches were
tested for statistical significance using pair-wise Stiidefiest.
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Results and Discussion

Table 1 shows the accuracy of UMLS::SenseRelate using tthenp@asure (path), the path-based measures proposed
by Leacock & Chodorow (Ich), Wu & Palmer (wup) and Nguyen & Mlibaid (nam), and the IC-based measures
proposed by Resnik (res), Jiang & Conrath (jcn) and Lin (lis)hg various window sizes. Term refers to using the
surrounding terms and Word refers to using the surroundimglsv

path Ich wup nam res jcn lin
Window | Term | Word | Term| Word | Term | Word | Term | Word | Term | Word | Term | Word | Term| Word
0 0.50 [ 0.50 [0.50 [ 0.50 [0.50 [0.50 [0.50 [0.50 [0.50 [0.50 [0.50 [ 0.50 | 0.50 | 0.50
1 0.53 | 0.53 | 0.53 | 0.53 [ 0.53 | 0.53 | 0.53 {0.53 [0.53 |[0.53 | 0.53 |0.53 |0.53 |0.53
2 0.63 | 0.59 | 0.63 |0.59 [0.64 |0.59 |0.64 [0.59 [0.64 |0.60 |0.65 | 0.61 |0.65 | 0.61
5 0.66 | 0.62 | 0.66 | 0.62 | 0.67 | 0.63 | 0.67 [ 0.63 |0.68 |0.64 | 0.68 | 0.65 | 0.69 | 0.65
10 0.69 | 0.64 | 0.68 |0.64 | 0.69 |0.65 |0.69 [0.65 [0.70 |0.66 |0.71 | 0.67 | 0.71 | 0.67
25 0.71 | 0.66 | 0.69 | 0.65 | 0.70 | 0.67 |0.71 [ 0.66 |0.73 |0.68 | 0.73 | 0.68 | 0.74 | 0.69
50 0.72 | 0.66 | 0.69 | 0.65 [ 0.70 | 0.66 |0.72 [ 0.67 |0.73 |0.69 | 0.74 | 0.69 | 0.74 | 0.70
60 0.72 | 0.67 | 0.69 | 0.64 | 0.70 | 0.66 |0.72 [ 0.67 |0.73 |0.69 | 0.74 | 0.69 | 0.74 | 0.70
70 0.72 | 0.67 | 0.69 | 0.64 | 0.70 | 0.65 |0.72 [ 0.67 |0.73 |0.69 | 0.74 | 0.69 | 0.74 | 0.70

Table 1: Accuracy of UMLS::SenseRelate on MSH-WSD

The results show that IC-based measures consistentlynabtdatistically significantly higher accuracy than thehpat
based measuresg € 0.02). Thelin measure obtains the highest disambiguation accugasy{.01) over each of the
window sizes, although the difference is not statisticalfynificant with the measure proposed by Jiang & Conrath, it
is with the measure proposed by Resnik{ 0.05).

The results also show that using the surrounding terms (JTeather than the words (Word) obtains a statistical
significantly higher disambiguation accuracy for each efitieasures and window sizes< 0.01). We believe that
this is because the terms are less ambiguous than words evidgpa more specific distinction. For example, when
skin andcancer are individually mapped to the conceptiin [C1123023] and’ancer [C0006826] separately, their
combination does not provide the exact meaning of the cdr&ldp CancefC0007114].

We also compare the results to the majority sense baselifehvighoften used to evaluate supervised learning al-

gorithms and indicates the accuracy that would be achieyeabsbigning the most frequent sense to every instance.
The overall majority sense baseline for the MSH-WSD dat&ss@t5448. The results in Table 1 show that for each

measure, the disambiguation accuracy is statisticallyifiogntly greater than the baseline< 0.01).

The possible senses of the target words in the MSH WSD datasdie grouped into three categories: terms (MSH-

WSD TERMS), acronyms (MSH-WSD ACRONYMS) and a combinatitsH-WSD TERMS/ACRONYMS). Ta-

ble 2 shows the number of instances for each category, thalbaecuracy for each measure when using a window

size of 50 and surrounding terms (Term), and the majoritgsdraseline. The results show that UMLS::SenseRelate
obtains a higher overall accuracy when disambiguatingmens than terms or their combination

Category # instances| baseline| path | Ich | wup | nam | res | jcn lin

MSH-WSD TERMS 88 0.55 0.64] 0.62| 0.64| 0.65| 0.66 | 0.67 | 0.67
MSH-WSD ACRONYMS 106 0.54 0.78 | 0.75| 0.76 | 0.79 | 0.79 | 0.80 | 0.80
MSH-WSD TERMS/ACRONYMS 9 0.53 0.68| 0.66 | 0.67 | 0.69 | 0.75| 0.71 | 0.73
MSH-WSD OVERALL 203 0.54 0.72| 0.69 | 0.70| 0.72| 0.73| 0.74 | 0.74

Table 2: Breakdown of Results using Terms and a Window Siz®of

Table 3 shows the individual results for the top five targetdsowith the highest and lowest accuracy obtained by
UMLS::SenseRelate using th& measure, a window size of 50 and surrounding terms (Termyedss the majority
sense baselirfe

€A complete listing of the individuals results for all theres can be downloaded at http://rxinformatics.umn.edu/
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Bottom 5 Top 5
Target Word| Accuracy | Baseline|| Target Word| Accuracy | Baseline
hemlock 0.40 0.74 pcb 1.00 0.78
heregulin 0.42 0.57 hps 0.98 0.56
lawsonia 0.43 0.86 ccd 0.97 0.70
tomography 0.48 0.50 rsv 0.96 0.74
ca 0.49 0.25 mcc 0.96 0.76

Table 3: Top Five and Bottom Five Target Words using Lin witWadow Size of 50

The results show that all of the top five target words are aersn We believe that this is because, in general, the
contextual distinction between acronyms is more coarsiagua Although, the target woreh scored in the bottom
five indicating that this is not always the case. The targetiwo has four possible senses: 1) Calcium [C0006675], 2)
California [C0006754], 3) Canada [C0006823] and 4) Hipmopas [C0019564]. Table 4 shows the confusion matrix
for the results ota. The number 2 in the cell California/Canada indicates tatihstances in which CA referred to
California were labeled as Canada by our method.

Calcium | California] Canada | Hippocampug
C0006675| C0006754] C0006823 C0019564
Calcium [C0006675 52 47
California [C0006754] 31 31 2 35
Canada [C0006823] 29 1 39 30
Hippocampus [C0019564] 26 73

Table 4: Error Analysis of the Target Word CA using Lin with andow Size of 50

These results indicate that the instances of CaliforniaGamhda were distinguishable from each other but not Calcium
and Hippocampus. Therefore, if the algorithm identifiedtéiget word as being a geographical location, the algorithm
disambiguated the acronym correctly. We believe this isabse the terms in the instances for the geographical
locations were distinct. For example, terms suchiasrta, inuit andsaskatchewan existed in instances where CA
referred to Canada but not California, and similasiyjcone, sun andcopper exist in instances referring to California
but not Canada.

The analysis ota also shows that when the algorithm did not identify an instaas a geographical location, it
randomly assigned the instance either Calcium or Hippocesmyye believe this is because approximately half of the
mapped terms in instances referring to one sense also existestance referring to the other sense. For example,
203 out of 323 terms in instances referring to Hippocampugwaso in instances referring to Calcium. Analysis of
the target wordé&emlock, heregulin, andtomography showed similar results.

This was not the case fénwsonia. The target wordawsonia has two possible senses: Lawsonia [C1068388] the
plant genus of the family Lythraceae that is the source ohheand Lawsonia [C0752045] the genus of a bacteria.
The confusion matrix in Table 5 shows that the possible selogék randomly assigned to the instances. Analysis of
the terms in the instances though show that only 23 out of dde&ms existing in instances referring to lawsonia the
plant also existed in instances referring to the bactedaating that the context should have been distinct enooigh t
disambiguate between the terms. This is verified when lapkirthe results of the path-based measump which
obtained an overall disambiguation accuracy 8f7 for this target word.

As previously notediin andwup are similar, differing only in thatvup uses the depth of the concept while uses
the IC of the concept in the similarity calculation. Analysif the possible senseslafwsonia shows that the depth
of the concepts differ, the maximum depthoior lawsonia the plant (C0752045) and for lawsonia the bacteria
(C1068388), but the IC for both of the senses are equa@b). This in effect removes the denominator from the
equation in thdin measure and the difference in similarity is based only ori€hef the LCS which is equal to the
similarity measure proposed by Resnik{) multiplied by two. In the case of the UMLS::SenseRelat@gtgm, the
results obtained byes andlin would be the same, and as expected the results show thatehalalisambiguation
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accuracy obtained bxes is equal to that ofin for the target wordawsonia (0.43). Therefore, in the case where the
possible senses have the same IC]thaneasurdacks ofto theres measure.

Lawsonia Plant GenusLawsonia Bacteria Gends
C0752045 C1068388
Lawsonia Plant Genus [C0752045] 41 58
Lawsonia Bacteria Genus [C1068388] 9 7

Table 5: Error Analysis of the Target Word Lawsonia using with a Window Size of 50

Further analysis of the individual target word results shahat there exist 42 target words (includiagusonia)
whose possible senses have the same IC score. Of thosewangist only eight obtain an overall disambiguation
accuracy lower when usingup than when usindgin. Of those eight, only two obtain an accuracy greater than 10
percentage points. This coincides with our previous findlirag, althoughres obtains a statistically significantly lower
overall disambiguating accuracy tham, it is statistically significantly higher than any of the pdtased measures
includingwup.

With respect to using various window sizes, the results lnlda show that words within a window size of 50 of the
target word obtain the highest disambiguation accuracyer/0, the accuracy remains the same or degrades. Not
every term in the window of context mapped to a concept in MEitle 6 shows the number of concepts used by the
IC measures and the path-based measures for the variouswvizes. A window size of zero results in no terms or
words being used which essentially resorts to a randomrasgigt of the senses. These results show for a window
size of 50 approximately 13 terms mapped to concepts. THisates that locally occurring terms provide a sufficient
enough of a distinction to determine of the sense of the tamged. This is consistent with the finding reported
by Choueka and Lusigndhwho conducted an experiment to determine what size windaoweésled for humans to
determine the appropriate sense of an ambiguous word.

window size

measures 0| 1 2 5 10 | 25 50 60 70
path-based 0| 0.27] 0.83] 1.97| 3.72] 8.16| 13.67| 14.28] 16.86
IC-based [0]0.25[0.79] 1.85] 3.49] 7.60] 12.96| 14.28] 15.64

Table 6: Number Terms Mapping to Concepts based on Window Siz

The results also show that the number of mappings is slidtigiger for the path-based measures than the IC-based
measures. This is because not all concepts have an infomzahtent and therefore the similarity can not be obtained.

For example, the concept fdrug induced liver injuryC2717837) was not found in our corpus and has an information
content of zero.

Conclusions

In this paper, we evaluated a novel knowledge-based metho&/ED, called UMLS::SenseRelate, that does not
require manual annotation and yields a disambiguationracgisufficiently high for most practical purposes.

The objective of this work was to evaluate a method that caamdbiguate terms in biomedical text using similarity
information extrapolated from the UMLS, and evaluate tHiea€y of IC-based semantic similarity measures. To do
this, we evaluated UMLS::SenseRelate on the various sétrsintilarity measures in UMLS::Similarity and found
that IC-based measures obtain a statistically signifigamtiher overall disambiguation accuracy than path-based
measures. We believe this is because the IC-based measigd the path based on where it exists in the taxonomy
using the probability of the concepts occurring in a corpitsxt.

Our study constitutes a significant step forward in the afe@ood sense disambiguation, as it will enable the incor-
poration of a scalable term disambiguation applicatioo MtP systems used for indexing and retrieval of documents
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in the biomedical domain. It also provides a platform in whiteasures of semantic similarity and relatedness can be
evaluated.

Future Work

In this work, we evaluated our method on the task of targavdisambiguation in which an instances containing a
single target word are given to the system for disambigunafio the future, we plan to extend the method in order to
perform all-words disambiguation which disambiguatesitein a running text. In this process, we plan to incorporate
the concept mapping system MetaM&pCurrently, the terms are obtained from the SPECIALIST teriand are
mapped to concepts using a dictionary look up, we plan to useMap to identify the terms surrounding the target
word and their mappings to the UMLS. The possible senses arfget word come from two sources, either directly
from the UMLS using the MRCONSO table or a predefined set. érftiture, we plan to use MetaMap to determine
the possible senses of a target word.

We also plan to explore different ways at determining thedeim size in which to obtain context information and
various ways to control the size of the window, for exampé¢her than the window containing terms that might or
might not map to concepts in the UMLS, we plan to explore hagitfire window contain only concepts.

Additionally, in our analysis of UMLS::SenseRelate, we riduhat using locally occurring terms obtains a higher
disambiguation accuracy. In the future, we are considemieighting the terms based on their distance from the target
word.

Furthermore, in this study the path information for the &amily measures was obtained from MSH. In the future,
we plan to evaluate the effect of using different combinaiof sources in order to determine their benefits and
disadvantages. This would also allow us to evaluate UMLeSisBRelate on datasets whose possible senses come
from multiple sources and compare our method directly twiptesly proposed methods such as those discussed in
the Related Work section.
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