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Abstract 

In this study, we comparatively examined the linguistic properties of narrative clinician notes created 

through voice dictation versus those directly entered by clinicians via a computer keyboard. Intuitively, 

the nature of voice-dictated notes would resemble that of natural language, while typed-in notes may 

demonstrate distinctive language features for reasons such as intensive usage of acronyms. The study 

analyses were based on an empirical dataset retrieved from our institutional electronic health records 

system. The dataset contains 30,000 voice-dictated notes and 30,000 notes that were entered manually; 

both were encounter notes generated in ambulatory care settings. The results suggest that between the 

narrative clinician notes created via these two different methods, there exists a considerable amount of 

lexical and distributional differences. Such differences could have a significant impact on the 

performance of natural language processing tools, necessitating these two different types of documents 

being differentially treated. 

Introduction 

Despite the increasing popularity of structured data entry, narrative clinician notes continue to be 

pervasively used in healthcare practice.
1, 2

 How to make computational use and reuse of such 

unstructured clinical documents is an enduring topic in health informatics research,
2–4

 which has 

stimulated significant recent advances with medical natural language processing (NLP) as well as with 

novel data entry user interfaces such as structured narratives.
5–7

 

A majority of narrative clinician notes stored in electronic health records (EHR) are either created 

through voice dictation—typically via speech recognition software or professional transcription 

services—or entered directly by clinicians using a computer keyboard. Intuitively, the nature of dictated 

notes would resemble that of natural language, because they are results of human speech and have often 

been preliminarily verified by computer software or human transcribers during the transcription process. 

While for notes that were typed in, they may demonstrate distinctive language features due to intensive 

usage of acronyms and abbreviations, symbolic representations, incomplete sentence structures, and 

unique characteristics originating from local documentation templates, in addition to frequent 

occurrences of spelling errors and nonstandard use of medical terms.  

To automatically extract structured concepts from narrative clinician notes, post-processing using NLP is 

often needed.
2, 3

 The performance of NLP tools is critically contingent upon the quality and the nature of 

the input data.
3, 8

 The distinct linguistic properties of voice-dictated versus typed-in notes could therefore 

have a significant impact on how well NLP tools may perform, necessitating that these two different 

types of documents be differentially treated. To the best of our knowledge, no prior research has 

investigated such differences for the specific goal of better informing the development of context-

appropriate post-processing strategies. 

In this study, we comparatively examined the linguistic properties of narrative clinician notes created via 

these two different sources. The empirical dataset, consisting of 30,000 voice-dictated notes and 30,000 
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notes manually typed, was retrieved from our institutional EHR system. These notes were generated as 

part of the enterprise clinicians’ routine patient care activities. Based on the obtained data, we conducted 

a comparative statistical corpus analysis to delineate the differences between these two different narrative 

classes. The objectives were to (1) verify the existence of such differences and quantify their magnitudes 

and (2) develop a preliminary understanding of how such differences might impact the performance of 

NLP tools in automated post-processing.  

Background 

Using electronic systems to acquire, store, and manage patient care data provides great promise to 

enhance the data’s reuse value for computational purposes such as quality improvements, computerized 

decision-support, and clinical, translational, and health services research.
9, 10

 Even though codified data 

entered through structured forms are highly desirable, structured data entry often imposes an escalated 

efficiency burden on clinician users and it is not adequate to accommodate all types of documentation 

needs due to the lack of flexibility and expressiveness.
1, 2

 Hence, unstructured, free-text narratives will 

continue to constitute a vital source of patient care data in the foreseeable future, and a hybrid model 

combining both structured documentation and post-processing of unstructured clinician notes has been 

recommended as a more viable approach.
2
 

The quality of outputs of post-processing, mainly through NLP tools, is particularly sensitive to the text 

characteristics of the input data.
3, 8

 However, while there exists a significant body of literature evaluating 

the performance of NLP applied to different genres of documents (e.g., radiology reports, discharge 

summaries, and progress notes),
3
 most studies assumed that all documents of the same genre would 

demonstrate similar language features, ignoring the fact that the nature of the documents of the same 

genre could dramatically deviate based on the source via which they were created. In this study, we are 

interested in testing if this assumption holds among narrative clinician notes created through voice 

dictation versus those that were manually typed in. 

While we are not aware of any prior attempts specifically examining this problem, studies have been 

conducted in related areas such as assessing the readability of online health content generated from 

various sources (e.g., WebMD articles versus patient education booklets distributed in medical facilities), 

and evaluating structural or semantic differences between Open Access articles and papers published in 

traditional venues
11–13

 and between bodies of full text journal articles and article abstracts.
14

 This paper 

was informed by these previous studies while focusing on patient care documents generated in clinical 

settings. 

We expected to observe a considerable level of deviation between the linguistic properties of these two 

different types. Further, we hypothesized that typed-in notes, due to the reasons mentioned earlier, are 

more likely to be NLP-resistant and thus require special treatments in post-processing. In the next 

section, we describe the narrative documents contained in the empirical dataset and the various methods 

and measures that we used to describe their linguistic properties. Then, we present the study results and 

their potential impacts on the performance of NLP in post-processing. 

Methods 

A. The Empirical Dataset 

The empirical dataset was retrieved from the institutional EHR used at the University of Michigan Health 

System (UMHS), a 930-bed quaternary academic medical center that has over 44,000 inpatient 

admissions and 1.7 million ambulatory visits annually. The system is used in all patient care areas, 

including the emergency department, inpatient services, and ambulatory clinics and health centers. For 

simplicity, in this study, we only used narrative clinician notes generated in outpatient settings belonging 

to deceased patients. 
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All documents that we analyzed are of the same genre: encounter notes that physicians composed to 

describe an outpatient encounter or to communicate with other clinicians regarding patient conditions. 

We chose this document genre because: (1) encounter notes convey rich information that spans across a 

variety of data elements key to patient care; and (2) working with this common document genre 

warranted that a large number of documents would be available for the study.  

When this study was conducted, a total of 133,296 voice-dictated notes and 31,665 typed-in notes stored 

in the EHR system met our inclusion criteria (i.e., encounter notes generated in ambulatory care settings 

belonging to deceased patients). The 60,000 documents included, evenly split between the two 

documents types, were randomly picked from this pool. Note that at UMHS, a majority of voice-dictated 

notes are transcribed by professional services either in-house or offshore. Speech recognition software 

has been tested but has not been in widespread use currently. 

To protect patient confidentiality, all notes were de-identified using the MITRE Identification Scrubber 

Toolkit prior to analysis, which in essence substituted patient identifying information with pseudo tokens 

(e.g., a fake name, a random phone number, and a made-up street address).
15, 16

 While previous research 

has shown that this resynthesis process could make the data less “realistic,” and under certain  

circumstances may undermine the performance of NLP in subsequent processing,
17

 we believe that it 

would have minimal effects on the results of this study and the effects would affect both document types 

similarly. 

The Medical School Institutional Review Board at the University of Michigan reviewed and approved the 

research protocol of this study.  

A. Analytic Methods and Measures 

1) Construction of a comprehensive medical dictionary 

First, we constructed a comprehensive dictionary to help delineate the lexical characteristics of the 

narrative encounter notes. This dictionary is based on an in-house developed vocabulary underlying the 

spellcheck function of the EHR system, which was in turn built from multiple open-source dictionaries of 

the English language and commonly used medical terminologies (e.g., GNU Aspell
18

 and 

OpenMedSpel
19

). In addition, we included in the dictionary all concepts and concept names encompassed 

in the 2010AB release of the UMLS Metathesaurus, which contains millions of entries collected from 

158 respective source vocabularies including ICD, SNOMED CT
®
, LOINC, and MeSH.

20
 The dictionary, 

referred to as UMLS+, should have covered most of the terms that could be used by clinicians in their 

clinical documentation. 

To analyze the documents collected, we applied multiple analytical methods to derive a variety of 

descriptors of linguistic properties, presented in the remaining parts of this section. Note that all 

punctuations and symbolic representations had been removed from the data before the study analyses 

were conducted. 

1) Surface metrics 

We computed several basic surface metrics to contrast the overall text characteristics of dictated notes 

versus those that were typed in:  

• Average length: Average number of words/terms per note. 

• Vocabulary size: Total number of distinct words/terms across all notes. 

• Vocabulary covered by UMLS+: Among the unique words/terms that had appeared in the 

notes, the percent that could not be found in the UMLS+ dictionary. 

1632



  

• Average fraction of uncovered text: The amount of text containing words/terms not covered by 

UMLS+; per note average is reported. 

2) Analysis of acronym usage 

Because non-standard use of acronyms could be particularly detrimental to NLP performance in post-

processing, we specifically compared the acronym usage among the notes that were voice-dictated and 

those that were manually typed in.  

The first step involved the identification of strings in all capital letters. Not all these strings are 

acronyms, however: many of them could be capitalized forms of regular words. We used a general 

English dictionary, GNU Aspell,
18

 to filter such instances out. It should be noted that many medical 

acronyms could be identical to the uppercase spelling of regular English words. In this study, we did not 

distinguish between them. 

The remaining capital letter strings, labeled as “candidate acronyms,” were then compared to the UMLS+ 

dictionary. Those candidate acronyms that could not be found in UMLS+ were thereby identified as 

potential “questionable” acronyms, which could be misspells or non-standard use of medical terms. 

3) Analysis of linguistic proprieties 

Many NLP techniques utilize statistical methods to learn language models from textual data. In this 

study, we employed several commonly used measures to describe such statistical properties of the 

narrative clinician notes collected: 

• Term frequency (TF) and inverted document frequency (IDF): TF and IDF jointly measure 

the importance of a term to a document by calculating its occurring frequency in the document 

(TF) offset by the overall occurring frequency across all documents (IDF). A higher TF score 

suggests that a word/term is critical to the document, whereas a higher IDF score means a term is 

more discriminative of the document in the collection. Syntactical and functional words usually 

have higher TF and lower IDF, as compared to technical concepts. 

• Power-law exponent: The value of the scaling exponent for a power-law tail of a term 

frequency distribution, estimated using the maximum likelihood method based on the empirical 

data. A higher value suggests a more skewed distribution (long tails), which may be associated 

with increased complexity in post-processing. 

• Burstiness: The burstiness measure indicates the likelihood of the same word reoccurring within 

the same document.
21, 22

 In the context of this study, a higher burstiness score generally means 

that the words/terms tend to contain more content, which may potentially facilitate automated 

post-processing using NLP tools. 

4) Entropy analysis  

Entropy analysis is a particularly powerful tool for quantifying the expected information value of a 

distribution; in our scenario, the probabilistic distributions of words/terms among the narrative clinical 

documents contained in the two collections, respectively.
23

 Entropy analysis has been widely applied to 

construct indicators of the perplexity of language usage,
24

 the difficulty of information retrieval, as well 

as the ambiguity of a linguistic context. 

In this study, we conducted a comparative entropy analysis of the two document types by computing 

mean entropy residuals. Residual entropy is defined as the difference between the entropy computed 

based on the language model estimated from a document, and that computed as if all words were 

uniformly distributed in the document. Lower entropy residuals suggest that the language model of the 

document is closer to a uniform distribution, which is often associated with higher levels of difficulty in 
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encoding information from the document. The entropy analysis results hence can be used as a predictor 

of the potential performance of NLP. 

Results 

The corpus statistics describing the overall characteristics of the two collections are shown table 1. 

Table 1. Corpus statistics 

Document type 
Average length (num. 

of words per note)  

Vocabulary 

size 

Vocabulary covered 

by UMLS+ 

Average fraction of text 

not covered by UMLS+ 

Voice-dictated 590 128,394 41.1% 1.9% 

Typed-in 378 125,848 37.7% 3.1% 

 

As shown in table 1, average length of the voice-dictated collection (average number of words contained 

in a note) is about 50% longer than that of the notes manually entered. Despite shorter average length, the 

vocabulary size of the typed-in notes is at the same level as that of the voice-dictated notes. Further, in 

both collections, more than half of the words/terms could not be found in UMLS+. The amount of text 

containing these words/terms is relatively small, though: 1.9% and 3.1% respectively for the two 

document types studied. 

A possible source contributing to this low dictionary coverage is the use of acronyms, which is extremely 

common in clinical documentation and, intuitively, would occur more often among the notes that were 

manually entered. Table 2 presents the results of the acronym usage analysis.  

Table 2. Analysis of acronym usage 

Strings in all capital letters Candidate acronyms* “Questionable” acronyms† 

Document type Unique 

instances 

Occurrences 

per note 

Unique 

instances 

Occurrences 

per note 

Unique 

instances 

Occurrences 

per note 

Voice-dictated 4,960 6.45 3,472 2.02 1,487 0.12 

Typed-in 7,837 12.32 4,191 4.78 1,713 0.35 

* Not covered by GNU Aspell. 

† Not covered by UMLS+. 

 

As shown in table 2, the voice-dictated and typed-in notes both contain a significant amount of acronyms, 

and not surprisingly, acronyms appeared more often among the notes that clinicians typed in directly via 

a computer keyboard. Further, with both document types combined, 41.9% of the “candidate acronyms” 

could not be found in UMLS+. While it may not always be the case, such acronyms could be misspells or 

non-standard use of medical terms. It is very interesting to note that a higher percent of the acronyms 

contained in the voice-dictated notes is not covered by the dictionary (42.8%), as compared to the notes 

manually entered (40.9%). 

Table 3. Linguistic properties: Mean measures 

Document type 
Measure 

Voice-dictated Typed-in 
p-value 

Term frequency (TF) 138.04 90.19 < 0.001 
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Inverse document frequency (IDF) 2.39 2.66 < 0.001 

Burstiness 1.86 1.59 < 0.001 

Power-law exponent 1.57 1.59 Does not apply 

Residual of document entropy  0.56 0.35 < 0.001 

 

Table 3 shows the statistical measures delineating the linguistic properties of the two collections. On 

average, the TF measure of the typed-in notes is much smaller than that of the voice-dictated notes (90.19 

vs. 138.04), indicating that information about particular terms is much sparser. Mean IDF of the notes 

that were entered manually is also significantly larger, suggesting that notes of this document type 

contain fewer syntactical or functional words, and therefore may be more difficult to process using NLP. 

The burstiness measure derived based on the voice-dictated notes is significantly higher that that of the 

typed-in notes. This result indicates that the voice-dictated notes contain more content, which could 

facilitate automated post-processing using NLP. Further, the occurrences of words/terms in both 

collections follow a power-law distribution. The higher power-law exponent of the notes manually typed 

in (1.59) suggests a more skewed term frequency distribution.  

Furthermore, the mean entropy residual of the typed-in note is much lower than that of a voice-dictated 

note. This means that the entropy of narrative clinician notes manually entered through a computer 

keyboard is closer to the maximum possible level. Such notes can be much more difficult to process 

using NLP tools. 

Table 4. Linguistic properties: Variance measures (variance divided by mean) 

Document type 
Measure 

Dictated Typed-in 

Length 0.56 0.77 

Unique words/terms 0.41 0.59 

Fraction of text not covered by UMLS+ 0.015 0.028 

Inverse document frequency (IDF) 0.12 0.16 

 

Table 4 reports additional variance-based measures (variance divided by mean). The level of 

heterogeneity among the typed-in notes is consistently higher than that of the voice-dictated notes, across 

all measures computed. This result suggests that narrative notes manually entered via a computer 

keyboard are in general “noisier,” and therefore requires NLP tools with higher levels of robustness and 

adaptiveness. 

Discussion 

As the analysis results show, the voice-dictated outpatient encounter notes collected from our 

institutional EHR system demonstrate distinct lexical and distributional properties as compared to the 

notes entered manually. Such differences could have a significant impact on the performance of NLP in 

post-processing. While this study did not directly evaluate the magnitude of this impact, the results 

obtained by contrasting the linguistic properties of the two different document types allude to what the 

potential effects might be, because the performance of NLP tools is highly sensitive to such properties.
3, 8, 

21, 25
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First, it is generally more difficult to effectively parse language features (e.g., part-of-speech tagging, 

chunking, syntactic parsing, entity extraction) from corpuses with a larger size vocabulary, particularly 

when the vocabulary may not be adequately covered by available dictionaries. Second, more intensive 

usage of acronyms in medical documents may be associated with higher levels of ambiguity; for 

example, PANDAS may refer to the animal as well as “autoimmune disorder,” and BD may mean 

“behavioral disorder” or “blood draw,” among many other possibilities. Such ambiguity could increase 

complexity in post-processing. Third, low term frequency in documents, more skewed term frequency 

distributions, and higher levels of perplexity may increase the likelihood of yielding inaccurate language 

models, undermining the performance of NLP. 

In this study, we found that despite the shorter average length, the vocabulary size of the encounter notes 

manually entered is comparable to that of the notes transcribed from voice-dictation. The typed-in notes 

are also more heterogeneous indicated by the variance-based measures. Narrative clinician notes of this 

type are therefore “noisier,” and may be more difficult to process using NLP. The high level of acronym 

usage among the notes that were manually entered may be a contributing factor, which may also 

introduce unique post-processing challenges in its own right.  

Additionally, information of particular nuggets contained in the typed-in notes is much sparser as 

signaled by low TF and high IDF scores. The significantly lower burstiness value and higher power-law 

exponent further suggest that the typed-in notes contain less content and have a much more skewed term 

frequency distribution—the resulting longer tail could make it more difficult to estimate language models 

from these documents. The language model of typed-in notes is also closer to a uniform distribution, as 

indicated by the significantly lower entropy residuals. These results collectively suggest that the nature of 

the clinician notes of the same document genre (e.g., encounter notes) could be dramatically different 

based on the source via which they were created. Therefore, the assumption that medical documents of 

the same genre would demonstrate similar language features does not seem to hold. Further, the results of 

the analyses confirmed our study hypothesis: typed-in notes are more likely to be NLP-resistant, and thus 

require special treatments in post-processing. 

It is worth noting that for both document types, more than half of words/terms contained in their 

respective vocabularies are not covered by UMLS+, a rather exhaustive set combing multiple dictionaries 

of English words, medical terms, and formalized biomedical nomenclatures. This finding indicates that 

ontology-based post-processing techniques may encounter extreme difficulties when applied to process 

such narrative notes, especially those that were manually entered by clinicians via a computer keyboard. 

This study has several limitations. First, we only studied one type of clinical documentation: encounter 

notes generated in ambulatory care settings. We are very interested in further testing if the results of this 

study may also apply to other genres of clinical documents, such as progress notes, pathology reports, 

and referral letters. Second, to simplify the study, we used several compromised approaches. For 

example, we did not distinguish between uppercase English words and medical synonyms that may have 

identical spelling. Further, we did not take into account the amount of time it took to complete 

documentation using these two different input methods, which may have direct implications on the 

quality of data resulted. Methodological enhancements are needed to improve the precision of the 

statistical measures used. Third, it is possible that those clinicians who chose to document via a computer 

keyboard might have distinct documentation styles comparing to those who chose to dictate; hence, the 

linguistic differences revealed through this study may originate in individual differences rather than the 

method of data entry. In addition, our institution works with multiple transcription services. The 

differences among them may also play a role. We could not test these hypotheses within the scope of this 

study, however. Finally, we did not directly evaluate how NLP tools may perform on the same types of 

documents created via different methods, which will be valuable future expansions to validate our study 

findings. 
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Conclusion 

We comparatively examined the linguistic properties of 30,000 voice-dictated clinician notes versus 

30,000 that were manually entered. The documents included in the study are encounter notes generated in 

ambulatory care settings. We found that typed-in encounter notes are generally “noisier” than voice-

dictated notes, and information of particular nuggets contained in them is much sparser. With additional 

statistical measures we computed, including burstiness, power-law exponent, and residuals of document 

entropy, we concluded that the language quality of typed-in notes is poorer overall, which may raise 

unique challenges in post-processing. This study, through quantifying the differences between these two 

document types, may improve our understanding of the distinct language features originating from the 

source via which narrative clinician notes were created. The results may therefore provide useful insights 

into the development of context-appropriate post-processing strategies. 
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