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Abstract

A continuous-time Markov chain (CTMC) model is formulated for an influenza epidemic with
drug resistance. This stochastic model is based on an influenza epidemic model, expressed in
terms of a system of ordinary differential equations (ODE), developed by Stilianakis et al. (1998).
Three different treatments - chemoprophylaxis, treatment after exposure but before symptoms, and
treatment after symptoms appear, are considered. The basic reproduction number, %, is calculated
for the deterministic model under different treatment strategies. It is shown that chemoprophylaxis
always reduces the basic reproduction number. In addition, numerical simulations illustrate that
the basic reproduction number is generally reduced with realistic treatment rates. Comparisons are
made among the different models and the different treatment strategies with respect to the number
of infected indivduals during an outbreak. The final size distribution is computed for the CTMC
model and, in some cases, it is shown to have a bimodal distribution corresponding to two
situations: when there is no outbreak and when an outbreak occurs. Given an outbreak occurs, the
total number of cases for the CTMC model is in good agreement with the ODE model. The
greatest number of drug resistant cases occurs if treatment is delayed or if only symptomatic
individuals are treated.
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1 Introduction

Antiviral drug resistance is an important concern in public health. The emergence and
spread of drug resistance leads to treatment failure, limits the effectiveness of subsequent
treatments, and results in the evolution of more virulent strains. In the past few years, many
studies have focused on this topic (Austin and Anderson, 1999; Blower and Volberding,
2002; Blower and Chou, 2004; Blower et al., 1998; Blower and Gerberding, 1998; Blower et
al., 2005; Ferguson et al., 2003; Hayden, 2001; Hayden, 2006; Levin et al., 1999; Levin et
al., 2004; Longini Jr. et al., 2005; Moscona, 2005; Regoes and Bonhoeffer, 2006; Sanchez et
al., 2005; Stilianakis et al., 1998). Some of these studies investigated drug resistance in
tuberculosis (Blower and Chou, 2004; Blower and Gerberding, 1998), some in HIV (Blower
and Volberding, 2002; Blower et al., 2005; Sanchez et al., 2005), and some in HSV-2
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(Blower et al., 1998). In addition, there have been studies on the development of drug
resistance during influenza epidemics (Ferguson et al., 2003; Hayden, 2001; Hayden, 2006;
Longini Jr. et al., 2005; Moscona, 2005; Regoes and Bonhoeffer, 2006; Stilianakis et al.,
1998). Much of this work has emphasized the importance of mathematical models to gain
further insight into the development of drug resistance.

Antiviral drugs such as amantadine and rimantadine (M2 protein inhibitors) have been used
for influenza A prevention and control. Such treatments are about 80% to 90% effective at
preventing infection, and can reduce the duration of the flu by about one to five days, if
given within 48 hours of infection (Bright et al., 2005). However, drug-treated persons
infected with influenza may shed resistant viruses within five to seven days after treatment
(CDC, 2005). Recently, high levels of resistance to amantadine and rimantadine have been
detected among influenza A viruses. It has been shown that resistance to amantadine and
rimantadine increased from 0.4% in 1994-1995 to 12.3% in 2003—2004 among circulating
influenza viruses collected worldwide between October 1994 and March 2005 (Bright et al.
2005; CDC, 2006). In another U.S. study conducted from October through December 2006,
92.3% of influenza A (H3N2) viruses isolated from 209 patients showed a change in an
amino acid known to be correlated with adamantine resistance (Bright et al., 2006).
Currently, both of these drugs are not recommended (CDC, 2006). Other antiviral drugs,
such as the neuraminidase inhibitors zanamivir and oseltamivir, are currently recommended
(CDC, 2006). Only oseltamivir has been approved for prophylaxis but both zanamivir and
oseltamivir are effective (84% and 82%, respectively) at preventing infection (Harper et al.,
2005). However, recent studies have shown development of drug resistance in patients
infected with influenza A when treated with oseltamivir, 18% of children infected with the
H3NZ2 virus (Kiso et al., 2004) and 2 out of 8 patients infected with the HSN1 virus (de Jong
et al., 2005). Studies on oseltamivir resistance are under investigation (CDC, 2006;
Moscona, 2005).

Vaccination is a major preventive strategy in the control of influenza A but is not considered
in this investigation. Instead we concentrate on the effectiveness of antiviral treatment and
the development of drug resistance in a small community of susceptible individuals.

There are three major antiviral treatment strategies for influenza classified according to the
time at which the treatments are given. These three strategies are chemoprophylaxis, drug
treatment after exposure but before symptoms appear, and drug treatment after symptoms
appear. Chemoprophylaxis is treatment with a drug to prevent the development of the
disease and is given prior to exposure. The effectiveness of these three treatment strategies
are studied using a susceptible-infected-recovered (SIR) model for an influenza epidemic.

A variety of models have been developed to study the dynamics of an influenza epidemic or
pandemic (Ferguson et al., 2005; Ferguson et al., 2006; Ferguson et al., 2003; Germann et
al., 2006; Levin et al., 2004; Longini Jr. et al., 2005; Regoes and Bonhoeffer, 2006;
Stilianakis et al., 1998). Some of these models consider drug resistance as a major factor in
the epidemic process (Ferguson et al., 2003; Regoes and Bonhoeffer, 2006; Stilianakis et al.,
1998). Other models have been applied to large scale pandemics with spatially explicit
dynamics and require extensive computer simulations (Ferguson et al., 2005; Ferguson et
al., 2006; Germann et al., 2006; Longini Jr. et al., 2005). These latter models are either fully
stochastic (Germann et al., 2006; Longini Jr. et al., 2005) or include random contacts
(Ferguson et al., 2005; Ferguson et al., 2006). The small scale stochastic dynamics of an
influenza epidemic have not been studied in these models.

In this investigation, we apply the deterministic SIR model developed by Stilianakis,
Perelson, and Hayden (1998) and a continuous-time Markov chain (CTMC) model, to study
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how the epidemic progresses under different treatment strategies. The effectiveness of the
three antiviral treatment strategies are compared in the deterministic and stochastic models.
The basic reproduction number, %, is computed when there is no treatment and compared to
the reproduction numbers when there is treatment. In the numerical examples, we show that
the basic reproduction number is reduced with treatment. Because the general form of =
with treatment involves a large number of parameters, it is difficult to determine whether all
treatment strategies reduce %. Extensive numerical examples illustrate some of the
differences between the deterministic and stochastic models. The final size distribution is
computed for the CTMC model. In some cases, it is shown to have a bimodal distribution
corresponding to two situations: outbreak or no outbreak. Given an outbreak occurs, the total
number of cases for the CTMC model are compared to the deterministic model.

2 Description of Models

Two models, a deterministic model and a stochastic model are described. The deterministic
model is a system of ordinary differential equations (ODE) originally developed by
Stilianakis et al. (1998) for the development of drug resistance during treatment for
influenza during an outbreak. This deterministic model serves as the basis for development
of a stochastic model, a CTMC model. The CTMC model includes variability due to birth,
death, transmission, and recovery processes.

2.1 Deterministic Model

The influenza model developed by Stilianakis et al. (1998) is an SIR model, where the total
population size is assumed to be constant. Figure 1 is a compartmental diagram illustrating
the transmission dynamics among the susceptible and infected states. The recovered state is
not included in this diagram.

The model includes two susceptible states, eight infected states, and one recovered state.
The susceptible and infected states are further subdivided according to whether individuals
are asymptotic or symptomatic, treated or untreated, and resistant or sensitive to the drugs.
Subscripts on the variables identify the particular subtype. The susceptible individuals are
divided into S = susceptible persons not taking drugs and Sp, = susceptible persons taking
drugs prophylactically. The infected individuals are divided into | = infected untreated
persons, lg = infected untreated persons who develop clinical symptoms, I, = infected
untreated asymptomatic persons who shed drug-resistant virus, Is , = infected untreated
persons with clinical symptoms who shed drug-resistant virus, Iy, = infected treated
asymptomatic persons, Is i, = infected treated persons who develop clinical symptoms, I ¢ =
infected treated asymptomatic persons who shed drug-resistant virus, and I , ¢ = infected
treated persons with clinical symptoms who shed drug-resistant virus.

The parameters in this diagram indicate transition rates between compartments. For
example, v; is the recovery rate for asymptomatic (i = 1) and symptomatic (i = 2)
individuals. Recovery is faster for drug-sensitive individuals after treatment, ryy, and ropys,
where

ri>1,  i=1,2. (2.1)

The transmission rate depends on the type of infection. The rate of transmission from an
asymptomatic infected person to a susceptible person is $1SI and the rate of transmission
from a symptomatic infected person to a susceptible person is $2Sls. A mass action
transmission rate is assumed. However, because the population size is constant (= N), this
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assumption is equivalent to the more commonly used standard transmission rate, where 1
and f3, are replaced by A1/N and Ay/N, respectively. Transmission is reduced if either
susceptible or infected individuals have been treated. If the susceptible individuals have
been given prophylaxis, then the transmission rate is po1Sprl and poBSprls, 0 < pp < 1. If
the infected individuals have been treated, then the transmission rate is p151Sly and p1fals tr,
0 < pp < 1. Finally, if both susceptible and infected individuals have been treated, then the
transmission rate is p3f1Sprlyr and paBaSprlstr, 0 < p3 < 1. In general, p3 < pp < p;.
Furthermore, f1 r and f; ( are transmission rates between susceptible and infected
individuals that are drug resistant. Generally, due to a “cost of resistance”,

ﬁl,r < ﬁl and IBZJ‘ < :82- (2.2)

The parameter ;1 describes the rate at which symptoms develop, | becomes I, I, becomes
Is,r, and Iy ¢ becomes I ; ¢, whereas the transition rate from Iy, to Ig ¢ is do. It takes a longer
period of time to develop symptoms after treatment; therefore,

01>02. (2.3

Parameters x1 and x; are the rates of developing drug resistance during treatment (due to
treatment failure) either before (k1) or after symptoms develop (xy), k1 < k. Three different
types of treatment strategies are considered, chemoprophylaxis (treatment of susceptible
individuals prior to exposure), treatment after exposure but before symptoms, and treatment
after symptoms appear. The per capita rate of these three treatment strategies is 6;, i = 1, 2,
3.

Stilianakis et al. (1998) state that for small closed populations, treatment of individuals who
show clinical symptoms would not have an important effect on the epidemic process (third
treatment strategy). They argued that chemoprophylaxis reduces the risk of infection and
therefore, emergence of drug resistance was expected to be low in this case. They also
concluded that if chemoprophylaxis was combined with the treatment after symptoms
appear, then this combination would lead to a result similar to chemoprophylaxis treatment
itself.

Stilianakis et al. (1998) analyzed a flu outbreak in a closed population, such as a school or
nursing home in which the total population size remains constant; and thus assumed that
there are no births and deaths during the epidemic. But for the pandemic situation, which
could be longer and include more individuals, the assumption of a closed population is not
applicable. In addition to births and deaths, there may be immigration and emigration. Based
on this consideration, we include births (immigration) and deaths (emigration) in the SIR
epidemic model. Births are assumed to occur at a constant rate A and deaths at a per capita
rate u. If A and u are small relative to the time scale, then these demographic parameters
have little effect on the outcome. The SIR model with births and deaths takes the following
form:
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This model is used as a basis for formulating the stochastic model.

2.2 Continuous-Time Markov Chain Model

Based on the preceding deterministic model, we develop a CTMC model, where time is
continuous and the class variables are discrete. Considering time t as a continuous variable,
where t € [0, 00), and according to the population classification in the deterministic model,
we define the random vector

7(1):(5 (0,8 pr(0), 1), L0, T (0), T (), T (0), L (), L (8), L s (£), R()T
and A)?(t) = )((t + At) — )?(t). The probability of a transition is
- -
Prob{AX (t)=(a,b,c,d,e, f, g, h,i, j,D|X (1)}. (2.4)

We assume that At is sufficiently small so that the values of a, b, c, ..., | take on the values
+1 or 0. At most one change occurs during the time interval At. There are 36 possible
changes in states, where at least one of the a, b, c, ..., | is nonzero. From the deterministic
model, it is straightforward to write down the infinitesimal transition probabilities. The
transition probabilities (2.4) are described according to the changes in each of the states,
AS(t), ASp(t), Al(Y), etc. We assume the change in state is zero unless otherwise indicated
and, for simplicity, the t dependence in the functions is omitted, e.g., S and | instead of S(t),
I(t). For example, a change in the susceptible class, AS = a, can be due to a birth,a=1, an
infection from contact with infected drug-sensitive individuals,a=—1and Al=c =1, an
infection from contact with infected resistant individuals, a = -1 and Al, = e =1,
chemoprophylaxis, a = —1 and ASy, = b =1, or a death, a = —1. The corresponding
probabilities associated with these changes are
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Prob{AS =1]X }=AAr+o(Ar)

Prob{(AS, AD)=(-1, 1)&)}=(ﬂ1 1+B215+p1B1 1+ p1B2lsr)S At+o(Ar)
Prob{(AS, Al)=(-1, 1)5()}=(,3 1L+ B2 L B r Lty +B2.r L r1r)S At+0(Al)
Prob{(AS, AS ,,)=(1, )X }=6, 5 At+o(Ar)

Prob{AS = — 1]X }=uS At+o(A¥).

The transition probabilities for the 36 possible changes in state are defined below:

AAr+o(Ar), a=1
(BiI+Ba2ls+p1Bilir+p1Balsr)S At+o(AD), a=-1, c=1
Bl Bl p+B1 rLrr B2, L rer)S At+o(Ab), a=—1, e=1
6,8 At+o(Ar), a= -1, b=1
uS At+o(At), a=~-1
(P2B11+p2f2ls+p3frln+p3false)S prAt+o(Ar),  b=—1, g=1
BrA4B2.,15.)S prAt+o(AD), b=~—1, e=1
(ﬁlJ‘Inlr+ﬁ2.rI.s.r.lr)S,)rA’+D(Af)- b=-1, i=1
uS prAt+o(At), b=—1
yilIAt+o(At), c=-1,1=1
01 IAt+o(Ar), c=-1,d=1
61 IAt+o(AL), c=-1, g=1
pIAt+o(Ar), c=~1

yal At+o(At), d=-1, I=1
031, At+o(At), d=-1, h=1
plsAt+o(Ar), d=1
yilAt+o(At), e=-1,[l=1
011, At+o(At), e=-1, f=1
6, I, At+o(Ar), e=—1,i=1
pl-At+o(At), e=-1

2l At+o(Al), f=-11I=1
6315, At+o(At), f=-1,j=1
ul  At+o(At), f=-1

r1y1 I At+o(At), g=-1,1=1
021, At+o(At), g=-1, h=1
k11 At+o(At), g=-1,i=1
pl, At+o(At), g=-1
rayals i At+o(Ar), h=-1, I=1
Kol At+o(AD), h=-1, j=1
pls i At+o(At), h=-1

Vil At+o(Al), i=—1, =1
011 At+0(Al), i=-1, j=1
plr - At+o(At), i=—1

Yals rar At+o(A1), J=-1,1=1
Hl e At+o(AD), j=-
URAt+o(AD), I=-1

These transition probabilities completely define the CTMC model. Sample paths, mean
values, and the final size distribution of the CTMC model are compared to the solution of
the ODE model in section 4.

An It6 stochastic differential equation (SDE) model can be formulated based on the
transition probabilities defined for the CTMC model (Allen, 2007; Allen, 1999; Allen, 2003;
Kirupaharan and Allen, 2004), e.g.,

dX (0= F (X 0)dt+DX () dW(z), (2.5)

where ?(X?t)) is the drift vector, D()Z(t)) is the diffusion matrix, and V\T(t) is a vector of
independent Wiener processes. For large population sizes and large number of infected
individuals, the dynamics of the SDE model follow closely those of the CTMC model. The
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SDE formulation is described briefly in the Appendix. We do not apply the SDE model here
because in most of the numerical simulations, only one initial infected individual is
introduced into a population of size 400. However, we found that the mean of the SDE
model agrees well with the mean of the CTMC model and the ODE model (< 3% difference
in number of symptomatic cases with no treatment) when the initial number of infected
individuals is > 10 in a population of size 400 or > 5 in a population of size 800.

3 Basic Reproduction Number

In the study of infectious diseases, one of the most interesting questions is whether the
disease will invade the population. The basic reproduction number, generally denoted %o, is
a parameter used to determine whether the disease will invade. The basic reproduction
number is defined as the number of secondary infections caused by one infected individual
in an entirely susceptible population (Hethcote, 2000). It is one of the most important
parameters in epidemiology. If %o < 1, then the disease-free equilibrium (DFE) is locally
asymptotically stable and there is no disease outbreak, but if %0 > 1, then the DFE is unstable
and an outbreak occurs.

The basic reproduction number is useful in predicting outbreaks in stochastic models as
well. For example, in the case of a simple CTMC SIR epidemic model with I(0) initial
infected individuals, the basic reproduction number provides an estimate for the probability
of an outbreak (Allen, 2003; Bailey, 1975),

1 1(0)
- (—) .
Ro (3.6)

There is no outbreak with probability (1/ %)'(©). Hence, the final size distribution of the
epidemic may be bimodal, with one mode at zero when there is no outbreak and the other
mode centered at the average number of cases when there is an outbreak (Bailey, 1953;
Ludwig, 1975). Eventually, however, the epidemic dies out because | = 0 is an absorbing
state.

The basic reproduction number is calculated for the deterministic model under various
treatment strategies. Although extensive numerical simulations were performed in
Stilianakis et al. (1998), the basic reproduction number and treatment reproduction numbers
were not computed. The effect of treatment, ; > 0, on the reduction of %o is examined in
section 4.

To compute the basic reproduction number we apply a method known as the next generation
approach (Diekmann et al., 1990; van den Driessche and Watmough, 2002). In this method
it is necessary to compute the DFE. For the deterministic model, it is straightforward to
verify that there are two disease-free equilibria for this system. If 81 = 0, i.e., no prophylaxis,
then the DFE is S = A/u with all other states zero, and if 61 # 0, then the DFE is

N

— A
S:—, Spr:—a
U+, p(u+6r) (3.7

and all other states zero. If A =0 =y as in the original model of Stilinakis et al. (1998), the
DFE depends on the initial population size. If the initial population size is K, A =0 =4, and
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61 =0, then the DFE is S = K with all other states zero, but if 61 # 0, the DFE is S=0, Sp, =
K, and all other states zero.

In the next generation approach, the system of ODEs is decomposed into two vector
components # and ¥, with only the eight infective states included. The element # is # is the
rate of appearance of new infections in infective state i. For vector v, let V" be the rate of
transfer of individuals into infective state i by methods other than transmission and <V be
the rate of transfer of individuals out of infective state i. Then the element V: in v is defined

as V; — V; (van den Driessche and Watmough, 2002). Next, the Jacobian matrices for #
and v are calculated and evaluated at the DFE. Jacobian matrices F and V are obtained,

F= (6}',) and V= (&) .
(9xj a.tj

Then R is the spectral radius of the matrix FV~1, denoted as
Ro=p(FV~).

In the next section, the value of ® is computed in the general case when all three treatments
are applied.

3.1 General Form for ®e

The expression for % is related to the treatment parameters 6;, i = 1, 2, 3. Suppose 6; # 0, i =
1, 2, 3, and the DFE for the case A # 0 # u is given by (3.7), where, for simplicitly, we let
K; and K5 denote

s N o A
u+6;’ P u(u+6y) (3.8)

=Ki=

and Kq + Ko = K= Afu. If A=0 =g, then Ky =0 and Ky, = K.

To simplify the computation, we rearrange the order of the eight infected states in the ODE
system as follows: I, Iy, Iy, Iy gy Is, lspo Is g, @nd Is ¢ . The vectors # and ¥ corresponding to
these eight states are

Bil+pi1Bily+Bals+p1Bolsi)S
(ﬁl,rlr'"ﬁl,rlr‘rr+,B2Arls.r+,82.rls.r.tr)5 +(ﬁl,r1r+.B2ArI:.r)S pr
(P2B11+p2fols+p3Bily+piBalse)S pr
—>_ (ﬂl.rlr.rr+ﬁ2,r1s.r.lr)S pr

0

0
0
0 (3.9)

and

J Theor Biol. Author manuscript; available in PMC 2012 January 2.
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(r1+o1+0+)1
(y1+01+62+)I,
(r171+62+/<1+,u)1,r - 931
$: (y]+5l+/l)[r‘tr - Klltr - 921r
(r2+03+)1s — 611
(y2+93+}1)15., - 611,
(ry2+i2 ) o — 6211 — G315

(72+H)Is.r.tr - 6llr,lr - KZISJr - 031s.r (3_10)

Jacobian matrices F and V are given in the Appendix. Because of the zeros in 7, matrix
FV~1 simplifies. The last four rows are all zeros and the spectral radius of FV~1 can be
computed from a 4 x 4 submatrix, My, defined in the Appendix. Hence,

Ro=p(FV~")=p(My).

3.2 No Treatment

When there is no treatment, 6; = 0 (i = 1, 2, 3) in the deterministic model. In this case, the
DFE is S = K with all other states zero, and the rates of generating new infections only
appear in compartments | and I since Sy, = 0. Vectors # and v include the transfer rates
from the eight infective states. In this case, only the first two rows of # are nonzero (see
(3.9)) and v is given by (3.10). Computing Jacobian matrices F and V lead to a matrix F
with only the first two rows nonzero and a matrix V with the same form as in the general
formulation given in the Appendix. Therefore, the spectral radius of FV~1 is determined by
the following 2x2 submatrix,

BiK B2K6, 0
—| mHoitu T (o1 HO(y2+p)
M>= 0 Bi.K B2.-KS1
Yi+o1+u - (yi+01+p)(y2+p)

so that ® = p(FV™1) = p (M5). Because of the relations given in (2.2), it follows that

__BK N B2Ko1
YIS+ (Vi+01+0)(y2+u) (3.11)

The basic reproduction number is the sum of two terms. The first term is due to infections
from the asymptotic class | and the second term from infections in the symptomatic class Ig.
If there are no births nor deaths, A = 0 = 4, then the basic reproduction number is given by
(3.11), where p = 0.

3.3 Treatment Given After Exposure

Assume treatment is given after exposure, 6 , # 0 and #; = 0 = 63, The DFE is S = K with all
other states zero. Since 61 = 0, the spectral radius of FV~1 can be determined by a 2x2

matrix M,. Denote the reproduction number with treatment 6, as 7%{,2]. (In the remaining
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discussion, we shall refer to ®«, defined in (3.11), as the “basic reproduction number” and

72([)” as the “reproduction number” with treatment 6;.) Then

[2 K { [ p16> ]
R 7|+(‘)61)-+L)Hz(+y+n])ax Bl 1+11 | +02+K| L Y2 +[.l [6]
P16262(y2+p
(r1y1+62+K1+)(ray2+K2+11) Bur l+)’1+01+ﬂ
, 601 (y2+p) ]}
1+01+m)(y2+1) (3.12)

The reproduction number is the sum of four terms that depend on drug-sensitive infected
individuals, I, Iy, I, Is ¢, Or on resistant infected individuals Iy, Iy ¢, Isr, Is r ¢ (Whichever
sum is larger). If there are no births nor deaths, A = 0 = g, then the reproduction number is
given by (3.12), where i = 0. If 6,= 0, then the expression (3.12) simplifies to (3.11). Also,
if p; ~ 0 (treatment reduces transmission rate almost to zero) and f1  and S ( are

sufficiently small, then 72},21 < Ro. However, if py is not sufficiently small, then it is not clear
whether treatment 6, reduces the basic reproduction number.

3.4 Treatment Given After Infection

Assume drug treatment is given after infection, 63 Z0and 6, =0 = 6,. The DFE is S=K
with all other states zero. In this case, the spectral radius of FV~1 can also be determined by

a 2x2 matrix My, RU1=p(M>), where

B2,01

P1 63 |
)_) 63 ﬂ

ryyatkatu ]’

R B0

(¥
o ——max{ﬁ1+ y—
Y1+01+u Ya+63+u

Y2tu

}' (3.13)

The reproduction number is the sum of three terms which in turn depend on the drug-
sensitive cases, |, I, Istr, Or on the resistant cases, I, ls, Is r tr, Whichever sum is larger. If
there are no births nor deaths, A = 0 = g, then the reproduction number is given by (3.13),
where u = 0. If =0, the expression (3.13) simplifies to (3.11). Also if p; ~ 0 and f1 r and

P2 r are sufficiently small, then ‘R([f] < Ro.

3.5 Prophylaxis

Assume chemoprophylaxis of susceptible individuals, 6, # 0 and 6, = 0 = 83. The DFE is
given by (3.7), where we let Ky and K; be the values of Sand Sy, respectively, as in (3.8).

Since 61 #0, Rf)”zp(Mo, where My is given in (6.17). However, in the simpler case where
there are no births and deaths, A = 0 = x, with the DFE S= 0 and Sy, = K, the reproduction
number simplifies to

) r ")‘6
R([)”zkmax{pg[ B B262 B, N B2.61 }

+ b
riy1+62+k;  (riy1+62+k1)(ny2+k2) | y1+61 ya2(y1+61) (3.14)

The reproduction number is the sum of two terms that depend on drug-sensitive cases, ly,
Is tr Or on resistant cases, Iy 1, Is r tr. FOr chemoprophylaxis, it is always the case that

R([,” < Ro because of the relations (2.1), (2.2), and (2.3).
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It is important to note that 76([,” does not depend on the treatment rate 91. However, the DFE
(3.7) does depend on 6. For 61 >> u, the DFE (3.7) is very close to S~ 0 and S, ~ K. In this
case, if prophylaxis is begun in advance of the epidemic, as a preventive strategy, most

individuals will have been treated (in state Spy). Then ‘R})”<1 predicts local stability of this
equilibrium.

3.6 Combined Strategies

Assume the treatment strategies given after exposure 6, and after infection 65 are combined
(61 = 0). The DFE in this case is S = K with all other states zero. Similar to the previous

cases, R([f“” can be computed from a 2x2 matrix M. Then

Bi

72([)2’3]=K max {— [ 1+

Vil V33 V11Vs5 V33V77 v Va4 V11V55

(3.15)

where the values of vj; are the diagonal elements of matrix V defined in (6.16). The
reproduction number is the sum of four terms which depend on sensitive cases, I, I, Is, Istr
or on resistant cases, Iy, Isr, Iy tr, Is r tr- Combining other treatment strategies, the values of

the reproduction numbers, R([)"‘” or 7%([)"2], can be computed from a 4 x 4 matrix.

The effectiveness of the treatment strategies is difficult to assess from the various formulas
for the reproduction number because of the large number of parameters. Treatment after
infection or after exposure may even increase the basic reproduction number %o, given in
(3.11), if some of the parameters related to drug resistance are not sufficiently small, e.g., p;,
Bir. However, it is interesting to note that chemoprophylaxis always results in a reduction of
Ro, The reproduction numbers will be computed for the numerical examples studied in the
next section.

4 Numerical Simulations

For the numerical simulations, basic parameter values are chosen for the epidemic situation
discussed in Stilianakis et al. (1998), but we use the more general model with births and
deaths. In their study, the parameter values were chosen to fit an epidemic that occurred in a
boarding school for boys with treatment based on the antiviral drug amantadine. Two
different population sizes are assumed, K = 400 and K = 800. In addition, a population size
of K =358 is assumed, as in the cases studied in Stilianakis et al. (1998). The results 1 of the

1
ODE model are compared to the CTMC model. We choose u:m/day so that the

5
average life expectancy is 80 years. If the birth rate A=3=/day, then K = A/u= 400. If the

birth rate A is changed to A=%/daY, then K = 800. The dynamics are graphed over a
thirty-day time period; an epidemic occurs when there is no treatment. Because the values of
A and y are small, the numerical results for the ODE model when A # 0 # u are very close
to the results when A=0=pu
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The initial number of infected individuals is assumed to be either I5(0) = 1 or I5(0) = 5; one
or five individuals exhibit symptoms of the disease. In addition, the initial number of
susceptible individuals is S(0) = K — 15(0) and Sp(0) = 0. All other initial states are zero.
Unless specified otherwise, treatment is started immediately (at t = 0). In one example,
treatment begins at day seven. The basic parameter values for the epidemic case are given in
Table 1.

4.1 Comparison of the ODE and the CTMC Models: No Treatment

First, the CTMC model is compared to the ODE model when there is no treatment, 6; =0, i
=1, 2, 3. Figure 2 graphs a solution of the ODE model and three sample paths of the CTMC
model when the population sizes are K = 400 and K = 800 and the initial number of
symptomatic individuals are 15(0) = 1 and I5(0) = 5, respectively. The graphs show the total
number of sick individuals (those exhibiting symptoms) versus time. These individuals are
easily identifiable during an epidemic because of their symptoms. In particular, Is(t) + Is 4(t)
+ g p(t) + I r 4¢(t) is graphed for each model for a period of thirty days. Each of the figures
contains plots of three sample paths for the stochastic model when K = 400 and I5(0) = 1 and
when K =800 and I4(0) = 5.

In Figure 2, an outbreak does not occur for one of the three sample paths. This is due to the
fact that the final size distribution is bimodal (see Figure 3). When the final size is zero or
very small there is no outbreak but when the number of cases is relatively large there is an
outbreak. Applying the estimate in (3.6) for the CTMC model, when %» = 5.04 and I5(0) = 1,
the probability of an outbreak is ~ 0.8 and the probability of no outbreak is ~ 0.2. For %o =
10.08 and I4(0) = 5, the probability of an outbreak is very close to one. These estimates are
in good agreement with the approximate final size distribution based on 1000 sample paths
(Figure 3). The final size distribution is clearly bimodal when K =400 and 14(0) =1 (an
outbreak occurs with probability 0.82 and no outbreak with probability 0.18). The
bimodality is not evident when K = 800 and 14(0) = 5 because for all 1000 sample paths
there is an outbreak. Given an outbreak occurs, the average number of symptomatic cases
after 30 days is ~ 199 when K =400 and 14(0) = 1 and ~ 397 when K =800 and I(0) = 5.
These values are in good agreement with the ODE model, where the total number of
symptomatic cases after 30 days is 198 when K =400 and 14(0) = 1 and is 400 when K = 800
and I(0) = 5 (the initial number of symptomatic cases is not included in these estimates).

Due to the mass action assumption, when 8 1 = 0, % is proportional to K. For the examples
in Figures 2 and 3, when K =400, % =5.04 and when K = 800, ® = 10.4. These values are
larger than estimates of % for influenza pandemics which range between 1 and 2 (Gani et
al., 2005).

4.2 Comparison of the ODE and the CTMC Models: Treatment Begins at Day Seven

In Stilianakis et al. (1998) it was assumed that the population size included 358 susceptible
individuals with 220 people immune. All of the treatments were given at day seven and I5(0)
= 1. Some examples in Stilianakis et al. (1998) are simulated using the ODE and the the
CTMC models. However, in our simulations, we assume A:ﬁ/day and ﬂ=ﬁ/da}’.
For a thirty-day period, there are few births and deaths. Thus, the simulations in t?ie ODE
model for A # 0 # u are very close to those when A = 0 = 4. Treatment begins at day seven,
seven days after the initial case of one symptomatic individual.

In the examples, we compare no treatment with treatment of symptomatic individuals (63
0.7, 6, = 0 = 6,) and with prophylaxis and treatment of symptomatic individuals (63= 0.7
03, 6, = 0) for the ODE and the CTMC models. At a treatment rate of 93 = 0.7,
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approximately half of the population is treated in one day. Table 2 gives the total number of
symptomatic individuals (S cases), the total number of symptomatic and resistant
individuals (S&R cases), the total number of infected individuals (T cases), and the total
number of resistant individuals (TR cases) after 30 days. In the CTMC model,
approximately 22—-23% of the sample paths (out of 1000 sample paths) do not generate an
outbreak. Therefore, given there is an outbreak in the CTMC model, the mean number of
cases are recorded in Table 2. Notice that with treatment of symptomatic individuals, the
number of cases is twice that of combined treatment of symptomatic individuals and
prophylaxis. In addition, the number of symptomatic and resistant cases is much greater if
there is only treatment of symptomatic individuals rather than combined treatment.

The reproduction numbers for these two cases are R}'=2.73 and R'1=0.90. However,
these values only apply if treatment is given immediately (at t = 0) and when initial values
are close to the DFE given by (3.7). A better descriptor of the dynamics in these cases is ®o
=4.51 (when K = 358); delaying treatment causes an outbreak because ®=o>1. Applying the
estimate (3.6) to compute the probability of an outbreak, PO= 0.78, which agrees with the
values given in Table 2.

The final size distributions are bimodal when there is no treatment or when there is
treatment of only symptomatic individuals (similar to the graph on the left in Figure 3).
However, the bimodality is not as evident when there is combined treatment (Figure 4).
Chemoprophylaxis does not change the probability of an outbreak (PO) but does reduce the
number of cases and results in a large variation in the number of cases. Graphs of the
solution to the ODE model and the mean of the CTMC model (+ one standard deviation) in
Figure 5 illustrate the dynamics of the two models. In these graphs, the mean number of
symptomatic individuals for the CTMC is less than the ODE solution because the mean
includes those few cases where there is no outbreak.

4.3 Comparison of the ODE and the CTMC Models: Single and Combined Treatment

Strategies

Next, we use the ODE and the CTMC models to compare treatment with one drug versus
combined treatment strategies (1000 sample paths are generated in the CTMC model). We
assume the population size is K = 400 with initial conditions I5(0) = 1 and S(0) = 399. There
is no outbreak or a very minor outbreak with prophylaxis, #; =0.7 and §, =0 = 63

(RL'1=1.01), but an outbreak occurs with treatment after exposure, 6, = 0.7 and 6, = 0 = 63
(RL[P'=3.18, Probability of an outbreak=PO= 0.71, see Table 3). With prophylaxis and

treatment after exposure, again there is no outbreak, 6; = 0.35 = 6, and 63 = 0 ( R"*1=1.01).
However, an outbreak occurs, if treatment is given after symptoms appear, 63 = 0.7 and 61 =

0 = 6, (R'=3.05, Probability of an Outbreak=PO= 0.76). Note that the treatment
reproduction numbers applied to formula (3.6) may not in general provide a good estimate
for the probability of an outbreak. When treatment is applied early, our model is more
complex than a simple SIR epidemic model for which the formula (3.6) was derived. In the
two cases with prophylaxis treatment, there is no outbreak and the final size distribution has
the shape of an exponential distribution, PO ~ 0; it is not bimodal (see Figure 6). Thus, as
expected, chemoprophylaxis or chemoprophylaxis combined with treatment prior to
symptoms is a better strategy than treatment after symptoms appear.

The CTMC model predicts the same number of symptomatic individuals as in the ODE
model given there is an outbreak. But the CTMC model often predicts a positive probability
of no outbreak. For the strategies treatment after exposure, 8, = 0.7, 61 = 0 = 63, and
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treatment after symptoms appear, 63 = 0.7, 8 = 0 = 64, the probability of no outbreak is 0.29
and 0.24, respectively.

It is interesting to note that the reproduction number ’Rf,”:l.Ol calculated for 6, = 0.7 and 6,
=0 =63 in Table 3 is based on the resistant cases, e.g., see formula (3.14). A few resistant

cases develop but an outbreak is averted. The treatment reproduction numbers 7%([)2]=3.18 and

7%([)3]=3.15 for the examples 8, = 0.7, 1 =0=03and §3=0.7, 61 =0 =6, in Table 3
(calculated formulas (3.12) and (3.13)) depend on the sensitive cases.

It should be noted that the reproduction number for chemoprophylaxis assumes the disease-
free equilibrium is given by (3.7). Thus, the reproduction number is useful in prediction of
an outbreak only if the population size is initially close to the disease-free equilibrium. That
is, individuals need to be successfully prophylaxed prior to introduction of any infective
individual for the reproduction number to be applied. For example, for the parameter values
in the previous simulations with K = 400 and with 0y as low as 61 = 0.1, the disease-free
equilibrium in (3.7) is Spy = 399.86 and S = 0.14.

In the last example, we compare the dynamics of chemoprophylaxis given before or after
introduction of infectives and the level of treatment. If chemoprophylaxis is given at levels
of 61 = 0.1 or 61 = 0.7 for a sufficiently long period of time, then the class Sp, builds up to a
level close to K (=400) in both cases. If, after chemoprophylaxis, an infective is introduced,
there is no outbreak (or a very minor outbreak) because the reproduction number is very
close to one in both cases. If, however, an infective is introduced at the same time
chemoprophylaxis is begun (S(0) = 399 and S,(0) = 0, and I5(0) = 1), the level of treatment

61 has a big effect on the number of cases that occur. In this case 76([)” is a good predictor of
the dynamics only at high treatment levels (e.g., 81 = 0.7). Graphs of the susceptible
individuals in Figure 7 for the ODE model illustrate that with a treatment level of 6, = 0.7,
the DFE is reached very quickly; Sy is close to 400 after a short period of time. But with
low levels of treatment 6, = 0.1, Spy approaches a value less than 200 because individuals
are getting infected faster than being treated. For the ODE model, when 61 = 0.1 the total
number of symptomatic cases after 30 days is 76 with 2.3 symptomatic and resistant cases
(232 total cases and 3.6 total resistant cases), whereas with 61 = 0.7, the total number of
symptomatic cases is 3.5 with 0.6 symptomatic and resistant cases (13.8 total cases and 1.2
total resistant cases). These estimates agree with the CTMC model given that an outbreak
occurs. The final size distribution for the case #, = 0.7 has a shape similar to that given in
Figure 4.

5 Summary

We formulated a CTMC model for an influenza epidemic with drug resistance and
computed reproduction numbers for the ODE model under different treatment strategies. We
also compared the number of cases predicted by the ODE model to the CTMC model and
studied the effects of different treatment strategies through numerical simulations.

Treatment, especially with amantadine or rimantadine, can lead to the shedding of drug
resistant virus. Formulas (3.11)—(3.15) for the reproduction numbers clearly show the
contributions from the resistant cases and the sensitive cases. Under particular treatment
strategies it is possible that the resistant cases rather than the sensitive cases will determine
the magnitude of the reproduction number. Resistant cases that arise due to treatment may
cause a minor outbreak in an epidemic situation or result in disease persistence in a
pandemic situation.
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Based on the numerical examples, the basic reproduction number %o decreased with all of
three of the treatments considered: chemoprophylaxis, treatment of exposed individuals
before symptoms appear, and treatment of symptomatic individuals. In all cases,
chemoprophylaxis was the most effective treatment strategy. This was also shown by
Stilianakis et al. (1998). In addition, we have shown that chemoprophylaxis will always
reduce the basic reproduction number. Combining treatment strategies, the same or greater
reduction in cases can be achieved as with a single strategy but the combined treatment rates
can be lower than a single treatment rate (compare 8, = 0.7, 6, = 0 = 03 with 61 = 0.35 = 65,
63 =0 in Table 3).

Caution is needed when the reproduction numbers calculated for various treatment strategies
are used to predict an outbreak. With chemoprophylaxis, calculation of the reproduction
number assumes that the population has already been treated at a level 8; so that initial
number of susceptible individuals is reduced and is close to the disease-free equilibrium
(DFE) (3.7). If this is not the case, for example, if chemoprophylaxis is started at the same
time symptomatic individuals are introduced into the population, then a high level of
chemoprophylaxis is needed to reach the DFE rapidly to prevent further infection.

In our numerical examples, drug resistance contributed to the overall number of cases. But
in the epidemic situation considered here, they represented a small proportion of the cases.
The small number of resistant cases is due to the assumed lower transmission rates for
resistant cases than sensitive cases. However, even though the number of resistant cases is
small, they may still impact the basic reproduction number and lead to minor outbreaks.
They also represent a danger in that they might set off a second drug resistant wave of the
epidemic (Stilianakis et al., 1998).

We have shown for small population sizes and for small initial number of infected
individuals, variability in the epidemic process may result in no outbreak (probability 1—
PO). Therefore, treatment applied to a small population may be more effective than
predicted by the ODE model. In addition, the final size distribution for the CTMC model
shows that there may be a large variability in number of cases (Figure 4).

In all cases, chemoprophylaxis was the most effective strategy. This work thus supports the
conclusions of the recent large scale simulations of influenza A outbreaks that suggest that
prophylaxis, targeted to regions where influenza infections are occurring, should be the
backbone of any strategy to contain influenza (Ferguson et al., 2005; Ferguson et al., 2006;
Germann et al., 2006; Longini Jr. et al., 2005). While the parameters used in our simulations
apply to amantadine treatment they can be modified to the case of treatment with
neuraminidase inhibitors as recently shown by Regoes and Bonhoeffer (2006).

Our models assume a single well-mixed population. They need to be generalized to more
realistic situations that contain age and spatial structure and which relax the well-mixed
assumption for contacts between individuals. These more general models will be especially
important in pandemic planning for an H5N1 outbreak.
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6 Appendix
6.1 SDE Model

We assume the changes AS(t), AS(t), etc. (+1 or 0) are small relative to the total population
size. To compute the drift vector f(X(t)) in (2.5), we apply the transition probabilities for the
CTMC model and compute the expectations. The expectation of AS(t) is

E(AS(f))I[/\ - (Bl1+ﬁ21s+ﬁ2,rls,r+[7lﬁl]!r+p118215,rr+ﬁl.r‘]):rr'*'ﬂZ.rls,r.lr‘)S - (01 +/_I)S]Al+0(Af)
=AX )At+o(AL,)

where the right side equals the values of the random variables at time t. In particular,
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AS (1) X @)Ar+o(Ar)
5 AS ,, X .
E@Rap=e| 0O |<| HEONR@D N 250 Ao,
AR() Fi1(X () Ar+o(Ar)

where the drift vector?()((t)) has the same form as the right side of the ODE model.

To compute the diffusion matrix D()?(;)) in (2.5), we find the covariance matrix E()K(t)) =
E(AX[AX]T) = E(AX)[E(AX)]T = E(AX(AX)T) + o(At). Then Z(X(t)) = D(X(t))DT (X(t)) At +
o(At). Matrix AX(AX)T is an 11x11 symmetric positive definite matrix of the form

(AS>  ASAS,, ASAI --- ASAR
ASAS,, (AS,)* AS, Al --- AS,AR

ASAR ARAS,. ARAI --- (AR)®

Applying the 36 transition probabilities defined for the CTMC model, the nonzero entries in
E(AX(AX)T) are given as follows:

E(AS )= A+B1 I+ LB oy B2, L +p1 B L+ P1 B2 L sar +B1r Drar+ B2, s e )S +(61 +10)S 1At+0(Ar)
E(AS ASI,,)z — 0,5 At+o(Ar)
E(ASAD= = (Bi1+f21s+p1Sily+p1Balsur)S At+o(At)
E(ASAL)= = B L +B2,r L5 o481 - Lrtr +B2,rLs e )S At+0(Al)
E((AS pr):)=l (p2Br11+pafals+B) ,r]r+ﬁ'l.r]s.r+P3ﬁl I+ p3pa I.r,lr+Bl .r[r.r:-+ﬁ2,r1.(,r.lr+/1)S pr+g] S |At+o(AD)
E(AS prAlr,\’= - (ﬁl.rlr'*',BlJ]u‘)S prAH'U(At)
E(AS pyAlyy)= — (p2f1 [+ p2fa s+ pafi L+ p3Palser)S prAt+o(At)

E(AS prA]r.Ir)= - (ﬂl.rlr«lr'"ﬁlrls.mr )S prAH'D(Af)
E(ADH=[B11+B21+p1 B Lir+p1B2ls1r)S +(y1 +61 +02+1) | At+o(Ar)
E(AIAL )= — 611At+0(Ar)

E(AIAL,)= — 6, 1At+0(At)

E(AIAR)= — y11At+o(Ar)
E((AI)P)=[611+(y2+63+p)] | At+o(A1)

E(AI AL )= — 031,At+o(At)

E(AIAR)= — y2I;At+o(Af)

EQALY)=LBrr LB Lo +Brrlrar B2 Ls i0)S +(Brili+B2.,Ls.)S prt (71 +61 +02+)], ) At+o (A1)
E(ALAL )=~ 611, At+o(Ar)

E(ALAL )= — 6,1, At+o(At)

E(AILAR)= - y11,At+o(At)

E((AL )))=[811+(y2+03+) i | At+o(Ar)

E(AL Al )= — 0315, At+o(Atl)

E(Al; ,AR)= — y2 1, At+o(At)
E(AL))=[(pa11+p2als+p3fi Ly+paPalser)S prt(riy1 +62+K1 +) ] +62 I At+0(Ar)
E(ALyAlyy)= — 821, At+o(At)

E(AL AL )= — ki1, At+o(Ar)

E(ALAR)= — ryyi I, At+o(At)

E((Al; )=l 031482 Ly +(raya+Ka+0)1 5 | At+o(Ar)

E(Al; Al yr )= — K215y At+o(Al)

E(Al; 1y AR)= — ray2 1 At+o(At)

E(ALy =L B1r Lrar+BarLrir)S prO2l,+61 L+ (71 461+, | At+o(AD)
E(ALy Al s gy )= — 01 1ryy At+o(Al)

E(AlL AR)= = y1 1., At+o(Ar)

E((ALrir =103 L+ s ar+61 Lar+(r2 1) L i JAt+0(AD)
E(Als.r.l/’AR): =72 ’5.,-_;,-AI+0(AI)

E(ARD)=[y1 I+ 141 )+y2 (I 4 s i )4 111 L4722 Lo — pR1AT+0(A).
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The diffusion matrix D can be defined so that it has dimension 11 x 36. Entries in the matrix
D consist of the square root of the births, the deaths, and the transitions. The nonzero entries
in the first three rows and first eight columns of D are defined explicitly as follows:

VA —vuS diz dis -GBS O 0 0
- 0 0 0 0 VOIS dre dr7 dag
DX®)=| o 0 —-dis 0 0 0 0 0 - |

where

di3= — \BiI+B2Ls+p1 B+ pr1Bals r)S
d1.4: - \/(ﬁl.rlr"‘ﬁ'l.rlx.r'*'ﬁlJ’Ir,rr+ﬁ2.rls.r,tr)s
dr 6= — VHS pr
dy7=— \/(ﬂl,rlr'"ﬁlrls.r)s pr
dZ,S: - \/(ﬂlArIr,Ir'{"BZ,rIS,r,rr)S pre

The dependence on time, e.g., S = S(t), is omitted for simplicity. Vector V\T(t) in (2.5) equals
(W1 (t), Wa(t), ..., Wag(t))T, a vector of 36 independent Wiener processes. Other SDE
formulations and more details may be found in the references (Allen, 2007; Xu, 2006).

6.2 Basic Reproduction Number

To compute the basic reproduction number for the ODE system, where 8; # 0, i =1, 2, 3, the
Jacobian matrices F and V are computed from the vectors 7 and ¥, defined in (3.9) and
(3.10), respectively. Computing F and V and evaluating at the DFE, S = Ky, Spr = Kp, lead to

BiKy 0 P1B1K; 0 BK; 0 182K 0
0 B1.A(K1+K>3) 0 B1.-Ki 0 B2 (K1+K3) 0 B2.Ki
P2B1K> 0 p3P1K2 0 P2B2K> 0 P3Pk 0
e O 0 0 Bk 0 0 0 Bk
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
and
vy 0 0 0O 0 0 0 0
0 Vi1 0 0 0 0 0 0
-6 0 V33 0 0 0 0 0
V= 0 —(93 —K] V44 0 0 0 0
-0 0 0 0 V55 0 0 o
0 -0 0 0 0 vss 0 0
0 0 —52 0 —93 0 V77 0
0 0 0 -0 0 —63 -k vgg (6.16)
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where

Vi1=Y1+01+02+u
V33=r1Y1+02+K +1
Vas=y1+01+u
vss=y2+03+u
v77=ny2tkoti
Vgg=y2t+U.

Page 20

We then compute FV~1. Since in FV1, the last four rows are all zeros, the spectral radius is

determined by the following 4x4 submatrix of FV 1,

niy 0 mi3 0
nmp| Ny M3 M4
m3; O ma3z O
mg1 My4p Mya3 N4y

where

m”:ﬁlkl B2K16y +P1/5'1K192+P1ﬁ’K1(9%51\'n+670ﬂ'55)
i V1LVss V11V33V55177
m Pl/}ll\l Plﬁ’Klfs’
13= -
Bi.Kiki162  Bar K](K203(>|\3,\44+Kn(5n(%x44\,,+01A;9n,3\77)

my1=
o, V1Y 1V33V44V55V77V8
m”_ﬁl,“( ’é)+B11K1f)>+ﬂ>r( 1+K2) 01+[5’v, 101(03v44+62v55)
- Vi1 vy V1] V44V55V88
m73_,Blrl\lKl+‘87'K](K’76’7\44+§1k1\775
V33044 30 ‘77‘88
ﬂlrl\] é
-’ 744
P2BiKs | p3fiKaby pvﬁvaSl P;ﬁzK‘v(b’;Ol\';ﬁ-H—ao—a\,;)
m31= += + +
Vi1 V11v33 ﬁ\}(lx'l oK V11V33V55V77
2/A202
’n33=p3"2lz +P}Hz 77
B1.,Kak1602 B, Ka(ka0301v33v44+K20202v44vs5+01K102V55v77)
A= s 11\%%‘44\551’7/\83
m ﬁI,Kﬂ(fﬂ B2.,K201(03v44+65v55)
42= Vi1vad V14455188
BrrKaki | BarKa(kadavay+01k1v77)
Ma3="va + VATV
_Bi1-Ks | p2,K201
Va4 V44188

and v;; is a diagonal element in matrix V. Then %= = p(FV™1) = p(My).
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Figure 1.
A Compartmental Diagram of an SIR Influenza Model with Drug Therapy
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ODE vs CTMC (K=400 and no treatment) ODE vs CTMC (K=800 and no treatment)

Number of linesses

0 5 10 20 25 30

15
Time (days)

Figure 2.
Comparison of the ODE model (smooth curve) to the CTMC model, where 6;=0,i=1, 2, 3,

5
A=ﬁ and where either K =400 and 14(0) = 1 ( ®o = 5.04) (left) or K =800 and I4(0) =5

( ®0 =10.08) (right). Three sample paths are illustrated.
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Figure 3.

Approximate final size distribution Prob{Final Size = n} for the CTMC model when K =
400 and Ig(0) = 1 (left) and when K = 800 and I5(0) = 5 (right) based on 1000 sample paths
and no treatment. The bar width in the frequency histogram equals 2. Hence, for 1000
sample paths, the probability of the final size is multiplied by 2 x 103,
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Figure 4.

Approximate final size distribution for the CTMC model based on 1000 sample paths when
K =358 and I4(0) = 1. Combined treatment of symptomatic individuals and prophylaxis
begins at day 7 (61 = 0.7 = 03, 0, = 0). The bar width in the frequency histogram equals 2.
Hence, for 1000 sample paths, the probability of the final size is multiplied by 2 x 103,
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Figure 5.

Solution to the ODE and mean of the CTMC model (z one standard deviation). Number of
symptomatic individuals is graphed, K = 358 and I5(0) = 1. Treatment begins at day 7 with
treatment of symptomatic individuals and prophylaxis (61 = 0.7 = 63, 6, = 0).
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250
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Figure 6.

Approximate final size distribution for the CTMC model based on 1000 sample paths when
K =400 and I4(0) = 1. Chemoprophylaxis begins at day 0 (¢, = 0.7, 8, = 0 =63). The bar
width in the frequency histogram equals 1. Hence, for 1000 sample paths, the probability of
the final size is multiplied by 103.
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Susceptible Individuals (6,=0.7) Susceptible Individuals (6,=0.1)
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Figure 7.
Graphs of the susceptible individuals, S(t) (solid curve) and Sp(t) (dashed curve), for the

ODE model with K = 400; 6; = 0.7, 6, = 0 = 65 (left) and 6; = 0.1, &, = 0 = 05 (right); S(0) =
399 and Syr(0) = 0.
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Table 1
Basic Parameter Values (Stilianakis et al., 1998)
Parameter Basic Values | Parameter | Basic Values
P 6 x 10™4/day ” 0.50/day
Pur S1/5 = 1.2 x 1074/day 72 0.25/day
7] 6 x 1073/day r 2.0/day
Por Bol5=1.2 x 10~3/day r 1.33/day
p1 0.67/day Ky 0.25 x 0.02 = 0.005/day
P2 0.33/day K 0.25 x 0.20 = 0.05/day
P3 0.10/day 6, 0.70/day
o1 0.50/day 0, 0.70/day
87 0.10/day 03 0.70/day
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