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Abstract
We propose a pairwise compensation method for long-range electrostatics, as an alternative to
traditional infinite lattice sums. The approach represents the third generation in a series beginning
with the shifted potential corresponding to counterions surrounding a cutoff sphere. That simple
charge compensation scheme resulted in pairwise potentials that are continuous at the cutoff, but
forces that are not. A second-generation approach modified both the potential and the force such
that both are continuous at the cutoff. Here we introduce another layer of softening such that the
derivative of the force is also continuous at the cutoff. In strongly ionic liquids, this extension
removes structural artifacts associated with the earlier pairwise compensation schemes, and
provides results that compare well with Ewald sums.
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Introduction
Accurate treatment of long-range electrostatics is crucial for the accuracy and reliability of
molecular simulations.1 The slow convergence of the 1/r term precludes termination at a
practical cutoff distance,2,3,4 as is typically done, e.g., for van der Waals interactions.5,6 A
widely accepted solution imposes an infinitely repeating lattice that allows the slowly
converging Coulomb sum to be separated into a sum that converges rapidly in real space and
another that converges rapidly in reciprocal space.7 Collectively known as Ewald or lattice
summations,8,9,10,11 these methods rely on the suitability of the infinite lattice.

A more intuitive alternative has been proposed by Wolf et al. in a study of Madelung
energies in perfect crystals.12 In their approach, the electrostatic pair potentials are shifted
by their value at the cutoff distance:

(1)

*herzfeld@brandeis.edu .

NIH Public Access
Author Manuscript
J Chem Theory Comput. Author manuscript; available in PMC 2012 November 8.

Published in final edited form as:
J Chem Theory Comput. 2011 November 8; 7(11): 3620–3624. doi:10.1021/ct200392u.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



(2)

where U is the original potential, dU/dr its derivative with respect to distance, rij the distance
between particles i and j, and rc the distance cutoff, typically chosen in the range of 9-12 Å.
Physically, this adjustment amounts to placing counterions on the cutoff sphere.
Mathematically, this adjustment corresponds to the previously published shifted potential
(SP) which achieves continuity at the cutoff for potentials of any form.13

In this scheme, the force (Eq. 2) does not ‘feel’ the charge neutralization and remains
discontinuous at the cutoff (Figure 1). Wolf et al.12 addressed this issue by applying
damping and Zahn et al.14 subsequently revised Wolf’s damping to achieve energy
conservation in MD simulations. However, damping introduces an additional arbitrary
parameter. A more straightforward approach to energy conservation is the shifted force
(SF)13,15 which meets two continuity requirements at the cutoff boundary, i.e., for both the
potential and its derivative (similar to the boundary conditions applied to the Poisson-
Boltzmann calculation in reaction field methods, but without the need to assume a uniform
continuum with known dielectric constant beyond the cutoff16,17,18):

(3)

(4)

Rigorous tests on this shifted force method have been reported by Fennell and Gezelter.19

Based on comparisons with Ewald energies and forces in SPC/E water20 and in high
temperature molten salts, they conclude that force shifting can be a viable alternative to
lattice sums. More recently, Toxvaerd and Dyre reported that SF potentials permit smaller
cutoffs in weakly bound systems.6

However, problems arise when we apply SF to an unusual ionic liquid of “molecules” that
are inherently polarizable and reactive. In this model, molecules comprise charged and
independently mobile atomic cores that are surrounded by fully charged and independently
mobile valence electron pairs.21 According to this “LEWIS” construct, a water molecule,
e.g., is composed of seven independently mobile particles: a +6 charged oxygen core, two
+1 charged protons, and four −2 charged electron pairs (Figure 2, inset). These charges are
an order of magnitude larger than the partial charges of typical empirical force fields. In this
unusual ionic liquid, SF does better than SP, but still produces significant structural artifacts
(Figure 2). To address this problem, we take the approach one step further, by shifting the
gradient of the force to make it continuous at the cutoff and adjusting the force and potential
accordingly:

(5)
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(6)

Here, SFG stands for shifted force gradient and d2U/dr2 denotes the second derivative of
potential with respect to distance. Note that the second derivatives appear as constants and
they need to be evaluated only once per type of interaction. Since the force remains the exact
derivative of the potential, energy is still conserved in molecular dynamics (MD)
simulations.6

We should note that a general shifting scheme was discussed long ago by Levitt et al.22 in
the form of a truncated Taylor series expansion:

(7)

Levitt et al.22 explored both the n=1 case (corresponding to SF) and the n=2 case
(corresponding to SFG), and concluded that the former provides a better electrostatics
description in weakly to mildly ionic systems such as aqueous solutions of biological
macromolecules. They also argued that force shifting, i.e. n=1, has little influence on a
hydrogen bond that is modeled by partial charges on atom centers. Here, we show that in
cases of extreme ionicity, as encountered in novel or rare model systems, these conclusions
may be challenged and n>1 orders of shifting can become necessary for proper long-range
electrostatics.

Computational Details
All MD simulations were performed with Gromacs software23 version 4.5.3, and analyzed
using Gromacs and VMD24 (version 1.8.7). Potentials were introduced as user tabulated
functions with a distance increment of Δr=0.005 Å. Ewald sums were calculated using
Gromacs’ smooth particle mesh Ewald (SPME), implemented with 4th order spline
interpolation and a tolerance of 10−5. In these runs, the non-Coulombic terms were handled
as in eqns. 5 and 6 with rc=9 Å. Since these terms decay rapidly, their effect in the long-
range was small compared to the Coulomb term. Following the approach of Fennell and
Gezelter19, we take the Ewald results as our reference.

The sodium chloride simulations used the Charmm27 force field,26,27 such that the
interaction between ions i and j is

(8)

where ,  and the parameter values are listed in Table 1.
Simulations were run at 2000 K where the model potentials predict a molten liquid that still
exhibits extensive structural order. All simulations were in the NPT ensemble. The
temperature was maintained using stochastic velocity rescaling28 with a time constant of 0.1
ps. Pressures were maintained at 1 atm using an isotropic Berendsen barostat29 with a time
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constant of 10 ps and compressibility of 4.5 × 10−5 bar−1. All NaCl runs began with
conjugate gradient energy minimization of a perfect simple cubic 16×16×16 crystal with a
lattice spacing of 2.0 Å. The integration time step was 2 fs and neighbor lists were updated
very frequently (every 5 steps) to avoid possible artifacts. Neighbor list radii were 2 Å
longer than the cutoffs. Each run took 1 ns and the last 800 ps were used for analysis.
Coordinates were saved every other ps.

Thorium (IV) tetrachloride simulations used OPLS-AA force field30,31 such that the
interaction between ions i and j is given by

(9)

where ,  and the parameter values are listed in Table 2. Note that both
the Lennard-Jones expression (Eq. 9) and the combination rules of OPLS are slightly
different from the CHARMM potential (Eq. 8).

The temperature was maintained at 1000 K. Both NVT and NPT simulations (P=1000 atm)
were run for comparison. NPT runs began with energy minimization of 1000 ThCl4
molecules arranged in a 10×10×10 box with a lattice spacing of 8.0 Å and an intramolecular
Th-Cl distance of 2.8 Å. NVT runs began with the final positions, velocities and volume of
the constant pressure SPME simulation. Commensurate with larger interparticle separations
than for NaCl, longer cutoffs (15 Å, 18 Å, 21 Å and 24 Å) were used, neighbor list radii
were 3 Å longer than the cutoffs, and the Ewald radius was 21 Å. Trajectories were
propagated for 10 ns and coordinates recorded every 20 ps. The first 5 ns of NPT and the
first 2 ns of NVT runs were excluded from analysis.

LEWIS water was simulated under similar MD conditions, except for a shorter time step of
0.2 fs and a lower temperature of 300 K. The 9 Å cutoff SPME run used a cubic box of 500
water molecules (edge length ~24.7 Å). The 12Å cutoff SF run used a larger box (edge
length~36 Å) of 1500 molecules. Due to the relatively small time step and low temperature,
the neighbor lists were updated only every 100 steps. The large water box was run for 250
ps, while all others were run for 1 ns. The first 200 ps of each run were excluded from
analysis.

Results
Our LEWIS model for water exhibits dramatic artifacts in the O6+-O6+ correlations with the
SF method. The prominent signature of SF is the presence of an artificially dense shell just
inside the cutoff with a depletion layer just beyond (Figure 2). The associated peak and
valley in the radial distribution are distinctive, and become more prominent with smaller
cutoffs. In the case of a 9Å cutoff, the artifact peak is higher than the physical second and
third neighbor peaks. In fact, the latter are pushed inwards and become ordered by the
artificial layer so that the hydrogen bond network is restructured. For a larger cutoff of 12 Å,
the problem is less dramatic, yet the artifact is still significant. On the other hand, SFG
resolves this abnormality already for rc=9 Å and reproduces the Ewald structure to a
reasonable accuracy. For the present model, SPME takes about 8-9 % longer on a parallel
machine with 16 virtual cores.

In molten NaCl, neither SF nor SFG causes a distinct cutoff layer analogous to the LEWIS
water artifact. However, SF harshly suppresses order beyond the cutoff whereas SFG
reproduces it (Figure 3). On the other hand, both the SF and SFG softening methods
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underestimate density with decreasing cutoff, SFG more so than SF (Figure 3, bottom panel
inset).

As charge magnitudes increase, the artifact around the SF cutoff reemerges. In ThCl4, the
effect is very similar to that in the LEWIS water case, in the sense that it appears only in the
Th4+-Th4+ correlations and becomes more pronounced and localized at shorter cutoffs
(Figure 4). SFG lifts this abnormality in the structure. However, it does so at the expense of
an underestimation of the density in NPT simulations or an overestimation of the pressure in
NVT simulations (Figure 4 insets). Nevertheless, at constant volume, SFG predicts a
structure that is virtually identical to SPME already at a cutoff below the Ewald radius
(Figure 4, bottom panel).

Discussion
This work provides evidence that, even in extreme systems, a pairwise compensation
scheme can reproduce results similar to those obtained with conventional infinite lattice
sums that are typically more CPU-intensive and more difficult to parallelize. When used in
conjunction with neighbor lists and cell domain decomposition, pairwise methods can also
offer linear scaling with the number of particles N.13,19 Currently, most mainstream lattice-
sum algorithms scale as N log(N),9,10,11 which makes pairwise sums advantageous as
systems grow in size.

We characterize three artifacts, two associated with SF and one with SFG. While SF can be
a viable solution for weakly ionic liquids,6 it results in an artificial layer just inside the
cutoff as charges increase in magnitude. In our highly ionic water model, this layer appears
in the homoionic correlations between +6 charged particles, and in molten ThCl4 it appears
between +4 charged ones. It does not appear in the other correlations of these liquids, or in
any of the correlations in molten NaCl where the ionic charges are smaller. However, SF
results in a different structural artifact in NaCl, i.e. long-range order is lost for small cutoffs.
In contrast, SFG provides a reliable liquid structure in NVT simulations of ThCl4. On the
other hand, in NPT simulations, SFG causes more outward shifted correlations and greater
underestimation of the density than SF. However, it is notable that in our strongly ionic
water model, SFG obtains the Ewald density already at a cutoff of 9 Å. While this radius is
small for an ionic liquid, it is still ~20-fold larger than the smallest (i.e., intramolecular) ion
separation of ~0.3-0.5 Å in this system. Ions of molten ThCl4 are significantly less densely
distributed, with nearest neighbor distances varying between 2.7 Å and 5.5 Å. The cutoffs
considered in this system, while large in magnitude, remain small multiples of typical inter-
ion separations.

The observed outward correlation shifts, and related density underestimations (Figure 3,
bottom panel inset, and Figure 4, bottom panel inset), can be rationalized by considering the
corrected potentials in Figure 1. To the extent that the potentials that hold the system
together are attenuated, less cohesion is expected (Figure 5). Thus the greater potential
softening in the n=2 correction than in the n=1 correction is consistent with the greater
correlation shifts and density underestimations. Constant volume ensembles can circumvent
this issue at the expense of elevated pressures (Figure 4, top panel inset). Another alternative
may be re-optimization of the force-field for use with the specific long-range correction, as
has been done e.g., for Ewald compatibility of water models.32,33

We arrived at SFG compensation (Eqs. 5 and 6), to address our own needs for a novel,
highly ionic model of water. However, the demonstrated advantages in more conventional
ionic systems indicate that the approach may be of wider benefit for the computational
community.
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Figure 1.
Three different levels of shifting on a purely electrostatic potential U=1/r (top) and its force
F=1/r2 (bottom), as they approach a cutoff of 9Å. The unmodified potential and force are
shown in black, the SP in green, the SF in red and the SFG in blue. In b, the inset shows a
magnified view of the cutoff region. Note that in both SF and SFG the energies go smoothly
to zero, whereas the force goes smoothly to zero only in SFG.
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Figure 2.
The smooth particle mesh Ewald (SPME) oxygen-oxygen radial distribution function of
LEWIS water21 compared to the (vertically translated) results obtained using SFG with rc=9
Å in blue; SF with rc=12 Å in magenta; and SF with rc=9Å in red. The inset shows one
molecule of LEWIS water: the oxygen ion is rendered in red, protons in white and electron
pairs in green.
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Figure 3.
The SPME Na+-Na+ radial distribution function (black) compared to the (vertically
translated) results obtained using SF (red) and SFG (blue), in the NPT ensemble with rc=9Å
(top) and rc=12Å (bottom). The inset in the top panel shows the full radial distribution
functions. The inset in the lower panel shows the convergence to 1 of the ratios of the
predicted densities from NPT simulations to the SPME value (2.486 g/cm3), with increasing
cutoff radius (6, 9 and 12 Å). Peaks beyond the cutoff are better preserved with SFG. This
occurs at the expense of a mild outwards shift that is reduced with the longer cutoff.
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Figure 4.
Simulations of ThCl4. The SPME Th4+-Th4+ radial distribution function (black) compared
to the (vertically translated) results obtained using SF (red) and SFG (blue), in the NVT
ensemble with rc=15Å (top) and rc=18Å (bottom). The artifact layer in SF is still present
with the longer cutoff, but less distinct. Insets show the dependence on the cutoff distance
(15, 18, 21 and 24 Å) of the pressure in NVT simulations (top) and the density in NPT
simulations (bottom) relative to the SPME values (590.5 bar and 3.011 g/cm3, respectively).
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Figure 5.
Total energy per salt molecule (kJ/mol) as a function of cutoff distance in NPT simulations
of molten NaCl (top) and molten ThCl4 (bottom). Cohesion is reduced by both SF (red) and
SFG (blue), as compared to SPME (dashed black line).
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Table 1

Charges and Lennard-Jones parameters used in NaCl simulations.25,26,27

q (e) Rmin (Å) εmin

(kcal/mol)

Na+ 1.00 2.7275 −0.0469

Cl− −1.00 3.8164 −0.0300
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Table 2

Charges and Lennard-Jones parameters used in ThCl4 simulations (as found in the Gromacs 4.5.3 release).

q (e) ρ (Å) ε
(kJ/mol)

Th4+ 4.00 3.30000 0.209200

Cl− −1.00 4.41724 0.492833
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