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Over the past 10 years, the development of chromosome
conformation capture (3C) technology and the subse-
quent genomic variants thereof have enabled the analysis
of nuclear organization at an unprecedented resolution
and throughput. The technology relies on the original and,
in hindsight, remarkably simple idea that digestion and
religation of fixed chromatin in cells, followed by the
quantification of ligation junctions, allows for the de-
termination of DNA contact frequencies and insight into
chromosome topology. Here we evaluate and compare
the current 3C-based methods (including 4C [chromo-
some conformation capture-on-chip], 5C [chromosome
conformation capture carbon copy], HiC, and ChIA-PET),
summarize their contribution to our current understand-
ing of genome structure, and discuss how shape influences
genome function.

For more than a century, researchers have been making
inquiries into the organization of the nucleus, the largest
and most easily discernable organelle in the eukaryotic
cell. Early in the 20th Century, Cajal (1903) identified
subnuclear structures that were later named Cajal bodies.
Twenty-five years later, Heitz (1928) observed differentially
staining chromatin in interphase nuclei of mosses and
described it as heterochromatin and euchromatin. Interest
in nuclear structure was further fueled by the realization
that the nucleus contains genetic material in the form of
DNA fibers. In humans, when unwound, the DNA mea-
sures ~2 m, ~200,000 times the diameter of an average
mammalian cell nucleus. Packing DNA inside the nucleus
therefore imposes tremendous organizational challenges.
While already conceptually interesting, the shape of the
genome becomes even more fascinating when one realizes
that it also relates to genome functioning. Although we are
still far from understanding this exact relationship, break-
through technologies are now available for the systematic
and detailed analysis of nuclear organization.
Traditionally, nuclear organization is studied by micros-
copy, and thus it is appropriate to start by highlighting
some important observations made under the microscope.
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However, the emphasis of this review is on novel genomics
strategies that are based on chromosome conformation cap-
ture (3C) technology. Ten years ago, Dekker et al. (2002)
developed 3C technology, a biochemical strategy to analyze
contact frequencies between selected genomic sites in cell
populations. Since then, various 3C-derived genomics
methods have been developed. In comparison with micros-
copy, 3C-based methods enable more systematic DNA
topology studies at a higher resolution: These technologies
can put observations made on single genes in selected cells
in the context of genomic behavior in cell populations. The
generated DNA contact maps start teaching us the rules that
dictate genome structure and functioning inside the cell. As
we explain here, these rules are probabilistic, not determin-
istic, implying that they cannot predict the shape and
functioning of the genome in individual cells. To investi-
gate this, microscopy is indispensable. The combination of
3C-based genomics approaches and microscopy will there-
fore continue to be necessary to fully uncover the shape of
the genome and its impact on the function of the living cell.

Microscopy observations into mammalian
genome organization

Chromosomes occupy their own territory in the cell nu-
cleus (Cremer et al. 1982; Bolzer et al. 2005; Cremer and
Cremer 2006) and adopt a preferential radial position
within the nucleus, with large chromosomes found more
often at the nuclear periphery and small chromosomes
found more interiorly. The spatial separation of chromo-
somes in the nucleus is not absolute: Chromosomal inter-
mingling takes place at the periphery of the territories
(Branco and Pombo 2006). A further division can be found
within the chromosome territory, with gene-poor and
gene-rich regions spatially separated (Shopland et al. 2006;
Simonis et al. 2006).

The segregation of active and inactive chromatin inside
the nucleus raises the possibility that nuclear positioning
affects gene activity. This idea is supported by DNA fluo-
rescence in situ hybridization (FISH) observations that
certain genes (e.g., HoxB and uPA) loop out of their chro-
mosome territory upon activation (Chambeyron and
Bickmore 2004; Ferrai et al. 2010b). This is likely driven
by regulatory DNA sequences, such as enhancers and
locus control regions (LCRs) (Noordermeer et al. 2008). In
addition, a correlation between expression status and

GENES & DEVELOPMENT 26:11-24 © 2012 by Cold Spring Harbor Laboratory Press ISSN 0890-9369/12; www.genesdev.org 11


mailto:w.delaat@hubrecht.eu

de Wit and de Laat

positioning relative to the nuclear periphery and pericen-
tromeric heterochromatin has been observed for some
genes (most notably the imunnoglobulin and B-globin
loci) (Kosak et al. 2002; Ragoczy et al. 2006). In these
instances, the silent genes are found to be closer to these
nuclear landmarks than the active ones (Meister et al.
2010). Again, evidence exists that this positioning can be
controlled by transcription factors binding to regulatory
DNA sequences (Lundgren et al. 2000).

The proximity of a gene relative to other genes has also
been associated with its regulation. This suggestion came
from FISH experiments showing that a number of erythoid-
specific genes that are located far apart on a chromosome
specifically colocalize with each other when they are ac-
tively transcribed (Osborne et al. 2004). While this may sug-
gest that genes have a relatively unconstrained ability to
move and search for preferred neighboring genes, live-cell
imaging studies suggest otherwise. Tagging loci with arrays
of bacterial operator sequences and expressing the cognate
DNA-binding protein fused to a fluorescent protein allow
for the spatial and temporal tracking of genes. This has re-
vealed that genomic loci generally show constrained motion
within a small subvolume of the mammalian cell nucleus
(Tsukamoto et al. 2000; Janicki et al. 2004; Strickfaden
et al. 2010). Targeting specific factors to these arrays can
sometimes—but not always—induce repositioning, as was
seen for lamin-associated proteins that can direct loci to
the nuclear periphery (Finlan et al. 2008; Kumaran and
Spector 2008; Reddy et al. 2008). This, again, sometimes—
but not always—leads to reduced transcriptional output of
genes surrounding the arrays on the linear chromosome.

The power of FISH and other microscopy methods lies
in their ability to do single-cell analyses of gene position-
ing (for a more complete overview, see Ferrai et al. 2010a;
Geyer et al. 2011). However, on a genomic and cell pop-
ulation scale, they are limited in throughput and resolu-
tion. It is therefore unclear whether they uncover general
principles of nuclear organization or the peculiarities of
individual genes.

Genomics methods are now available for investigating
nuclear organization. DamID (van Steensel and Henikoff
2000) is one such method that, when directed to proteins
of the nuclear lamina, provides maps of chromatin as-
sociated with the nuclear periphery (Pickersgill et al.
2006). In mice and in human cell lines, these lamina-
associated domains (LADs) are megabase-sized regions
from across the genome. They are generally gene-poor,
transcriptionally inactive, and late replicating (Guelen
et al. 2008; Peric-Hupkes et al. 2010). Interestingly, genes
that are activated or poised for transcription can dissoci-
ate from the nuclear lamina (Peric-Hupkes et al. 2010).

Besides DamlID, a series of other genomics approaches
has been developed that measures DNA-DNA contact
probabilities. These strategies enable the highly detailed
uncovering of chromosome topology.

3C technology: toward three-dimensional (3D) genomics

The seminal study by Dekker et al. (2002) describing the
3C method has sparked the development of a large number
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of 3C-derived genomics methods. To understand their
potential and limitations, we first look at the principles
and applications of the underlying 3C technology.

The initial step in 3C and 3C-derived methods is to
establish a representation of the 3D organization of the
DNA. To this end, the chromatin is fixed using a fixative
agent, most often formaldehyde (Dekker et al. 2002). Next,
the fixed chromatin is cut with a restriction enzyme rec-
ognizing 6 base pairs (bp)—such as HindIIl (Dekker et al.
2002), Bglll (Tolhuis et al. 2002), Sacl, BamHI (Tan-Wong
et al. 2008), or EcoRI (Palstra et al. 2003}—or with more
frequent cutters, such as Acil (Miele et al. 2009) or Dpnll
(Tan-Wong et al. 2008; Comet et al. 2011). In the subsequent
step, the sticky ends of the cross-linked DNA fragments are
religated under diluted conditions to promote intramolec-
ular ligations (i.e., between cross-linked fragments). DNA
fragments that are far away on the linear template, but
colocalize in space, can, in this way, be ligated to each
other. A template is thereby created that is, in effect, a one-
dimensional (1D) cast of the 3D nuclear structure.

The way to establish the 3D conformation of a locus or
chromosome is to measure the number of ligation events
between nonneighboring sites. In 3C, this is done by
semiquantitative (Dekker et al. 2002) or quantitative
(Splinter et al. 2006; Wurtele and Chartrand 2006) PCR
amplification of selected ligation junctions (Fig. 1). For
this, primers are designed near and toward the ends of all
restriction fragments of interest. By comparing the am-
plification efficiency of different primer combinations, a
matrix of ligation frequencies is established that serves as
proxies for pairwise interaction frequencies.

In the original study by Dekker et al. (2002), from this
matrix, the average 3D conformation of yeast chromosome
IIT was determined, showing that it forms a contorted ring.
The method was then adapted for the mammalian system
and used to demonstrate that chromatin loops exist in vivo
between regulatory DNA elements and their target genes.
This was originally done in studies investigating the
B-globin locus, where the upstream LCR was shown to phys-
ically interact with the active globin genes, thereby looping
out the intervening 30-50 kb of chromatin fiber (Fig. 2A;
Tolhuis et al. 2002). The term active chromatin hub (ACH)
was introduced to describe such spatial clustering of genic
sequences with surrounding regulatory sequences (Fig. 2B;
Tolhuis et al. 2002). The composition of the B-globin ACH
was demonstrated to dynamically follow the transcriptional
changes that accompany development and differentiation
(Palstra et al. 2003), and transcription factors were found to
drive or stabilize its formation (Drissen et al. 2004; Vakoc
et al. 2005; Splinter et al. 2006). 3C technology also dem-
onstrated looping between regulatory sequences and genes
at other loci, including the H19-Igf2 locus (Murrell et al.
2004), interleukin T2 (Spilianakis et al. 2005), and the
a-globin locus (Vernimmen et al. 2007).

With 3C, it is also possible to pick up enhancers that
were previously unknown to regulate a gene. A survey of
the spatial environment of the CFTR gene—which, when
mutated, can cause cystic fibrosis—identified a number
of cell type-specific interactions. Some of these sequences
showed synergistic enhancer activity in a reporter assay,
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Figure 1. Overview of 3C-derived methods. An overview of the 3C-derived methods that are discussed is given. The horizontal panel
shows the cross-linking, digestion, and ligation steps common to all of the “C” methods. The vertical panels indicate the steps that are
specific to separate methods.
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Figure 2. 3C data and the ACH. (A) Example of 3C data showing enhancer looping at the mouse B-globin locus (reproduced from
Tolhuis et al. [2002] with permission from Elsevier, © 2002). The relative cross-linking frequency (Y-axis) is plotted for the B-major gene
(the anchor point; thick black vertical line) with selected other restriction fragments (gray vertical lines) across the locus. The
organization of the locus is shown at the top, with arrows pointing at regulatory sequences, the LCR being comprised of regulatory
sequence 1-6, and the B-globin genes shown as triangles. In fetal livers (red line), where B-major is active and under the control of the
LCR, loops are found between the gene and the LCR. In fetal brains (blue line), where the gene is silent, no such loops are observed. (B)
Based on various 3C experiments in the B-globin locus, the ACH model was proposed. A schematic representation shows the
conformation of the locus in its active conformation. Used with permission from Splinter and de Laat (2011).
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dependent on spatial organization. In mammals, CTCF
sites form chromatin loops by contacting each other in
the B-globin locus (Splinter et al. 2006) and H19/1gf2 locus
(Zhao et al. 2006). CTCF recruits additional factors to its
binding sites, such as cohesin (Parelho et al. 2008; Wendt
et al. 2008) and TAF3 (Wang et al. 2011), which may
facilitate DNA loop formation (Hadjur et al. 2009). In
Drosophila, a single gypsy insulator element was shown
to block the repressive effects of an upstream Polycomb
response element (PRE) on a downstream reporter gene.
Interestingly, two gypsy insulator elements located be-
tween the repressive (PRE) and the transgene rescued the
PRE-mediated gene silencing by forming a loop and bring-
ing the PRE spatially closer to the gene (Comet et al. 2011).

In addition to enhancer and insulator loops, a number
of recent studies have pointed to the existence of loops
between the start and end of a gene. 3C experiments in
mouse liver cells showed that ribosomal DNA promoters
have an increased propensity to interact with terminator
sequences and that these loops are associated with in-
creased tDNA expression (Nemeth et al. 2008). A mech-
anistic explanation is that gene looping facilitates reload-
ing of RNA polymerase and thereby increases expression
throughput, forming a so-called “ribomotor” (Kempers-
Veenstra et al. 1986). Also, promoter-terminator looping
has been observed on RNA polymerase II transcribed
sequences. In yeast, loops form on genes when they are
either active or poised, but not when they are repressed
(O’Sullivan et al. 2004). In human cells, loop formation
between the two long terminal repeats (LTRs) of the HIV
provirus has been shown to be dependent on gene ex-
pression (Perkins et al. 2008). It has also been proposed
that gene loops have a role in transcriptional memory:
Gene loops form after an initial round of (slow) gene
activation and are essential for subsequent fast reactivation
(Laine et al. 2009). Although promoter-terminator looping
is generally associated with increased gene activity, for the
BRCALI gene, the looped conformation is actually associ-
ated with lower expression compared with the nonlooped
conformation (Tan-Wong et al. 2008). In this case, the gene
loop is thought to confer repression on the locus.

Various technical issues need to be considered when
interpreting 3C data. For example, it is important to re-
alize that any two sequences nearby on the linear chro-
mosome are, by definition, close in space, and therefore
sequences over hundreds of kilobases frequently cross-
link and ligate to the anchor, independently of the chro-
matin’s 3D conformation. Thus, in order to appreciate
loops visualized by 3C-based technologies, one needs to
find the anchor interacting with a distant sequence more
frequently than with intervening sequences. Therefore,
3C methods intrinsically rely on quantitative rather than
qualitative measurements. 3C technology uses PCR for
the quantitative detection of a given ligation junction. The
importance of this assessment is underscored by the fol-
lowing consideration: At most alleles, cross-linking will
result in larger chromatin aggregates with many DNA
fragments together (“hairballs”), within which all DNA
ends compete with each other for ligation to the anchor
fragment. Even a frequent and stable enhancer—-promoter
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interaction will therefore only occasionally result in the
corresponding ligation junction. Combined with the fact
that every anchor fragment is only present twice in a dip-
loid cell and that a single cell therefore contributes maxi-
mally two ligation junctions of interest, this implies that
3C PCR requires faithful and quantitative amplification
of very rare ligation junctions from many genome equiv-
alents. For this and other reasons, (semi)quantitative 3C
PCR is notoriously difficult and requires strict controls
and careful experimental design and data interpretation
(Dekker 2006; Hagege et al. 2007; Simonis et al. 2007).

Despite its inherent difficulties, 3C has been instru-
mental in delineating chromatin loops between sites rela-
tively close on the linear chromosome template. How-
ever, for sites separated over distances more than a few
hundred kilobases, specific ligation products become too
infrequent to be accurately quantified by 3C PCR. The
advent of genome-scale methods such as microarrays and
high-throughput sequencing has enabled the develop-
ment of more unbiased methods that offer a solution for
assessing the relative abundance of such long-range DNA-
DNA contacts.

Chromosome conformation capture-on-chip
(4C) technology

4C originally combined 3C technology with microarrays
to analyze the contacts of a selected genomic site (or
“viewpoint”) with all of the genomic fragments that are
represented on the array (Simonis et al. 2006). 4C-seq
refers to the same strategy, but uses next-generation
sequencing (NGS) instead of microarrays to analyze con-
tacting sequences (Splinter et al. 2011). 4C is also an
acronym for circular chromosome conformation capture
(Zhao et al. 2006), which uses a slightly different protocol.
4C is known as a “one versus all” strategy because, in it,
a single viewpoint is defined, and the genome is screened
for sequences that contact this selected site (Fullwood
et al. 2009D).

The practical steps involved in 4C technology are out-
lined in Figure 1 and explained in detail in Simonis et al.
(2006, 2007). In brief, in 4C technology, the ligated 3C
template is processed with a second round of DNA
digestion and ligation to create small DNA circles (some
of which contain the 3C ligation junctions). Using view-
point-specific primers, inverse PCR specifically amplifies
all sequences contacting this chromosomal site. They can
then be analyzed by microarrays or, nowadays, by NGS
methods. The latter is cheaper, provides higher resolution,
enables more accurate quantification of DNA interaction
frequencies, and has a larger dynamic range (Fig. 3).

4C technology was first applied to investigate the DNA
interaction profiles of a tissue-specific gene (B-globin) em-
bedded in an inactive chromosomal region and a house-
keeping gene (Rad23a) present in an active gene-rich re-
gion (Simonis et al. 2006). Rad23a made contacts with
active regions on its own chromosome and on other chro-
mosomes. The profile of contacts was largely conserved
between two tissues. The erythroid-specific B-globin lo-
cus, on the other hand, had a profoundly different profile
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Figure 3. 4C-seq example data and analysis. (A) In 4C-seq, ligation junctions (or “captures”) of a given genomic site (“viewpoint” or
“Dbait”) are PCR-amplified using viewpoint-specific primers. Because the 4C primers also contain the Illumina sequencing primers, the
PCR products can be sequenced without further processing. The reads contain the primer and the ligation junction. After trimming
the primer sequence, the remainder of the reads are aligned to the genome. (B) A chromosomal map displays the raw 4C-seq counts of the
mouse Rad23a locus in neural precursor cells. The 4C profile shows the characteristic peak flanking the viewpoint. (C) With windowed
approaches such as running mean or median, a low-pass filter is applied to the data, allowing a view of chromosomal interactions
mostly free of noise. (D) Ultimately, high-level analyses, such as domainograms for visualization or false discovery rate (FDR)-based
methods for identifying statistically significant interactions, can be employed (Splinter et al. 2011). Domainograms are multiscale
representations for the enrichment of 4C captures in a given region. Lightly colored areas show genomic regions that are significantly
enriched for 4C captures. An FDR-based method can be employed to identify regions that are significantly enriched. The magenta arcs
show the interactions with the viewpoint across the chromosome.

of interactions, depending on its expression status. In 4C studies have also been used to address whether or

erythroid cells, the locus contacts other active regions,
whereas in fetal brains, where the locus is inactive, in-
active regions are contacted. As such, 4C demonstrated
the separation between active and inactive chromatin at
a much higher resolution than appreciable by micros-
copy. It also showed that the activity of a single gene
locus can have a marked effect on its steady-state nuclear
position.

not it is the act of transcription itself that dictates the
position of a locus. A modified 4C approach to study the
DNA interactions of the active B-globin and «-globin loci
led to the conclusion that coregulated genes preferen-
tially meet at dedicated transcription sites in the nucleus
(Schoenfelder et al. 2010). A possible interpretation of
these results is that genes dynamically move to specific
nuclear locations for their transcription, rather than the
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transcription machinery moving to the genes. However,
results from other 4C studies are at odds with this inter-
pretation. Blocking elongation of RNA polymerase with
a-amanitin or DRB did not seem to affect the contacts of
active genes (Palstra et al. 2008), suggesting that chromo-
some conformation is not dependent on ongoing tran-
scription. The reverse (i.e., activation of a large number of
genes) also does not dramatically affect nuclear organiza-
tion. This was concluded from a series of 4C experiments
that addressed how chromosome conformation is af-
fected by a stimulation of the glucocorticoid receptor (GR)
(Hakim et al. 2011). The cellular response is very rapid
and affects hundreds of genes (John et al. 2009). The effect
on nuclear organization, however, was found to be modest
and to mostly consist of the expansion of existing inter-
acting regions, rather than a massive reorganization of
chromosomes. No large-scale movement of GR-responsive
genes was observed, not even toward each other (Hakim
et al. 2011).

The relative stability of chromosome conformation in
a given cell type was confirmed by a study that assessed
the influence of an ectopic enhancer on 3D genome in-
teractions (Noordermeer et al. 2011a). A human B-globin
LCR ectopically placed in a cluster of mouse housekeeping
genes was originally found by FISH to more often posi-
tion this genomic region outside its chromosome terri-
tory (Noordermeer et al. 2008). 4C technology was then
applied to determine where the LCR drags the cluster to.
No new contacts were observed; rather, some of the pre-
existing interchromosomal contacts were formed more
frequently. Interestingly, this happened specifically at
genes controlled by GATA-1 and EKLF, two transcription
factors that also bind to the LCR (Noordermeer et al.
2011a). Collectively, these data suggest that chromo-
somal context dictates the nuclear subvolume that can
be sampled by a genomic element (gene and enhancer).
Within this predetermined space, the element may find
preferred interaction partners (such as genes controlled by
shared transcription factors).

The link between structure and transcription was further
elucidated in a 4C study that focused on dosage compen-
sation of the mammalian X chromosome. Using an allele-
specific 4C strategy, it was shown that the inactive and
active X chromosomes adopt distinct topologies. The
noncoding RNA Xist drives X inactivation, but is not
required to maintain gene silencing (Wutz et al. 2002).
Intriguingly, upon conditional deletion of Xist, the inac-
tive X chromosome did change its conformation to adopt
a structure similar to the active X chromosome, despite
the continued suppression of silenced genes on the inac-
tive X chromosome. This indicates that the conformation
of chromosomes is not critically dependent on the ex-
pression of the genes they are comprised of.

4C studies in Drosophila further uncovered the specifi-
cation of preferred nuclear environments. Genes repressed
by Polycomb group (PcG) proteins were found to prefer-
entially cluster (Bantignies et al. 2011; Tolhuis et al. 2011),
and contacts were mostly restricted to the same chromo-
some arm. When the 4C analysis was repeated on a
chromosome arm that harbors an inversion across the
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centromere, specific contacts were only observed on the
newly fused chromosome arm (Tolhuis et al. 2011). This
is interesting from an evolutionary standpoint, because
the vast majority of synteny breakpoints occur within the
same chromosome arm (or Miiller element) (Richards
et al. 2005; Clark et al. 2007), suggesting that the observed
Miiller element-constrained chromosome organization
is important during evolution. The clustering of PcG-
repressed genes may also be of functional importance:
Mutations in one target locus were found to (slightly)
weaken the repression of an interacting PcG target locus
(Bantignies et al. 2011).

4C technology is the preferred strategy to assess the
DNA contact profile of individual genomic sites. As may
be obvious from the above examples, 4C is currently lim-
ited to the description of long-range contacts with larger
regions elsewhere on the chromosome (in cis) or on other
chromosomes (in trans). Local interactions—for example,
between a gene and its enhancer 50 kb away—are not yet
readily picked up due to a lack of resolution. Most 4C
strategies use restriction enzymes with a 6-nucleotide (nt)
recognition sequence that cut, on average, once every few
kilobases, creating fragments that are much larger than
the average regulatory sequences (which are often not
larger than several hundred base pairs). Increased resolu-
tion was obtained when a frequent cutter was used that
recognizes 4 bp and theoretically cuts every 256 bp. Using
this enzyme, a known contact between a regulatory se-
quence and a gene of the a-globin cluster was picked up
(Lower et al. 2009). Whether or not this strategy is robust
enough to also identify de novo regulatory interactions
remains to be seen. One disadvantage of this published
strategy is that no further processing of the very large DNA
circles was included, which hampers efficient PCR am-
plification and may explain the apparent low data com-
plexity. Clearly, though, 4C is the natural scheme to also
pick up local interactions between enhancers, promoters,
and other regulatory sequences. Further improvements on
the technique are expected that will better allow robust
screening for these important local interactions.

Chromosome conformation capture
carbon copy (5C) technology

5C can be described as a “many versus many” technology.
It allows concurrent determination of interactions be-
tween multiple sequences (Dostie et al. 2006). In 5C (Fig.
1), the 3C template is hybridized to a mix of oligonucle-
otides, each of which partially overlaps a different restric-
tion site in the genomic region of interest. Pairs of oligo-
nucleotides that correspond to interacting fragments are
juxtaposed on the 3C template and can be ligated together.
Since all 5C oligos carry one of two universal sequences
at their 5’ ends, all ligation products can subsequently be
amplified simultaneously in a multiplex PCR reaction.
Readout of these junctions occurs either on a microarray
or by high-throughput sequencing.

The resolution of the technique is determined by the
spacing between neighboring oligonucleotides on the linear
chromosome template. It can never reach the resolution



of 4C, HiC, or ChIA-PET (discussed later), as not every
unique end of a restriction fragment will allow the design
of a 5C oligonucleotide. On the other hand, and different
from 4C, 5C provides a matrix of interaction frequencies
for many pairs of sites: This puts contacts between given
DNA sites in the context of those between other pairs of
sites. 5C and HiC are therefore used to reconstruct the
(average) 3D conformation of larger genomic regions.

Chromosome conformation technologies

So far, 5C technology has been applied to the human
B-globin locus (Dostie et al. 2006) the human «-globin
locus (Fig. 4A; Bau et al. 2011), and the human HOXA-D
gene clusters (Fraser et al. 2009; Ferraiuolo et al. 2010;
Wang et al. 2011). At the globin loci, interactions between
regulatory sequences and genes previously identified by
3C technology were readily picked up, showing that this
technology is 2 medium-throughput alternative to 3C for

K562

A
GM12878
I |
i T
dl
B

i

o[ T

Figure 4. 5C and HiC offer matrices of interaction frequencies. (A) 5C results across 500 kb around the inactive and active a-globin
locus (in GM12878 and K562 cells, respectively) (top) are modeled to show that the active locus adopts a more open conformation,
whereas in the inactive state, the locus shows a closed conformation (bottom). Used with permission from Macmillan Publishers Ltd.
(from Bau et al. 2011) (© 2011). (B) Based on HiC data, chromosome-wide matrices of interaction frequencies can be plotted. A contact
map with 1-Mb resolution (with a step size of 100 kb) of human chromosome 14 is shown. The middle panel shows the plaid-like
pattern, which is the ultimate result of the HiC analysis method. The right panel shows a fractal globule, a model for human
chromosome organization that was postulated based on HiC data (Liecberman-Aiden et al. 2009) and theoretical analysis (Grosberg and
et al. 1993). Plots are based on data from Gene Expression Omnibus entry GSE18199 (Lieberman-Aiden et al. 2009).
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the identification of enhancer-promoter interactions. It is
not widely used for this purpose, though, likely because
3C is considered easier in design and data analysis. How-
ever, its increase in throughput and reduced bias in PCR
amplification efficiency between pairs of sites theoreti-
cally makes 5C superior to 3C.

5C not only identifies interactions between specific
pairs of sites, but also builds a matrix of contact frequen-
cies across entire genomic regions and, as such, is the
method of choice to start reconstructing their conforma-
tions (Fig. 4A). Invariably, the data show that when active,
gene clusters adopt a looped but compact topology that
facilitates local contacts between genomic elements; e.g.,
between regulatory sequences and genes. When the chro-
matin organization of the HOXA locus was assayed in
two cell types expressing either the 5’HOXA genes or
3’'HOXA gene, preferred long-range interactions were only
observed within the active parts of the gene cluster,
showing diametrically opposed HOXA interaction pat-
terns between the two cell types (Wang et al. 2011). In
vivo, the spatiotemporal expression of Hox genes is col-
linear with their chromosomal order in the gene clusters.
It was recently shown that different contact domains form
along the developing body axis, each separating the differ-
ent genes that are active and inactive at the corresponding
position of the anterior—posterior axis (Noordermeer et al.
2011Db). In conclusion, 5C technology is the method of
choice for understanding DNA contacts between specific
sites in the context of other contacts made in a genomic
region.

HiC

NGS methods have also led to the development of a
number of “all versus all” methods, among which the first
was the HiC method (Lieberman-Aiden et al. 2009). In
HiC, the procedure for creating a 3C template is slightly
adjusted (Fig. 1). Before ligation, the restriction ends are
filled in with biotin-labeled nucleotides. Following a blunt
end ligation, DNA is purified and sheared, and a biotin
pull-down is performed to ensure that only ligation junc-
tions are selected for further analysis. Reads are mapped
back to the genome, and when a pair is found on two
different restriction fragments, this is scored as an inter-
action between these two fragments. From this, a matrix
of ligation frequencies between all fragments in the ge-
nome can be constructed. A variation (Duan et al. 2010) of
the HiC method uses the 4C strategy to further digest
with a secondary restriction enzyme and ligate to trim
the 3C template to small circles, but is followed by a third
round of digestion that uses the primary 3C restriction
enzyme. The ends are filled in with a biotinylated adapter
containing an EcoP151 restriction site, which is cut 25—
27 nt away. Biotin pull-down and paired-end sequencing
enables the detection of ligation junctions.

The resolution of the published HiC experiments in mam-
mals, based on ~10 million paired-end reads, was ~1 Mb
(Lieberman-Aiden et al. 2009). Because of the quadratic
nature of “all versus all” data, an increase in resolution by
10-fold requires a 100-fold increase in sequence depth.
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The spatial separation of active and inactive regions, pre-
viously observed in 4C experiments (Simonis et al. 2006),
was confirmed in a genome-wide manner by the HiC data.
Gene-dense, presumably active regions cluster with other
gene-dense regions. Conversely gene-poor, inactive regions
cluster with other gene-poor regions. Furthermore, the
HiC data revealed that nuclear organization was quite con-
stant between two different cell lines (K562 and GM06990),
hinting at a core organization present in most cell lines.

The two microenvironments that were picked up by
the HiC method were different with respect to a number
of features: The open chromatin compartment was en-
riched for genes, active histone marks, and DNase I hy-
persensitivity sites. On the other hand, the closed chro-
matin compartment was enriched for inactive histone
marks, such as H3K27me3, and depleted for genes and
DNase I hypersensitivity sites. More sequencing depth
and perhaps even more sophisticated analysis methods
(Yaffe and Tanay 2011) will determine whether there
may be a further compartmentalization of these two
microenvironments.

In both baker’s and fission yeast, “all versus all” genome-
wide chromosome conformation experiments were able
to reach kilobase resolution owing to their much smaller
genome sizes (both ~12.4 Mb) and increased sequence
depth. For Saccharomyces cerevisiae, the previously ob-
served Rabl configuration (Jin et al. 2000; Bystricky et al.
2004; Zimmer and Fabre 2011) was confirmed, with the
data showing clustering of the centromeres and clustering
of the telomeres (Duan et al. 2010). As can be predicted
from this structure, the short arms of chromosomes
showed more frequent interactions. This was also observed
in high-throughput in vivo imaging experiments that mea-
sured the nuclear position of genomic regions relative to
nuclear landmarks (Therizols et al. 2010). The HiC data
also showed that tRNA genes dispersed throughout the
genome come together in two distinct nuclear clusters:
one nucleolar cluster (Thompson et al. 2003), and the
other cluster interacting with the centromere. In both
S. cerevisiae and Schizosaccharomyces pombe, the HiC
data indicate that the chromosomes are organized in chro-
mosomal territories. However, different conclusions were
drawn with respect to the clustering of functionally re-
lated genes. In S. cerevisiae, apart from tRNA genes, no
other groups of genes were found significantly clustered
(Duan et al. 2010). However, in S. pombe, cell cycle genes
and other functionally related genes were claimed to come
together (Tanizawa et al. 2010). Whether these are spe-
cies-specific differences or are caused by different analysis
methods requires further study.

ChIA-PET

ChIA-PET combines chromatin immunoprecipitation
(ChIP) with 3C-type analysis and offers the possibility
to direct analysis of chromatin interactions exclusively to
those formed between sites bound by a given DNA- or
chromatin-interacting protein (Fullwood et al. 2009a). As
such, it is a genome-wide version of the ChIP-loop pro-
cedure (Horike et al. 2005). Essentially, the technique anal-



yzes ligation junctions formed between DNA sites that are
pulled down with an antibody against a protein of interest
(Fig. 1). ChIA-PET has so far been applied to sites bound
by the estrogen receptor a (ERa) (Fullwood et al. 2009a)
and CTCF (Handoko et al. 2011). The interactome map of
the ERa-binding sites consisted of a few thousand intra-
chromosomal loops, of which the most prominent ones
were reproducible between experiments. Invariably, these
were loops between highly enriched binding sites that were
relatively close on the linear chromosome template (most
were within 100 kb of each other) (Fullwood et al. 2009a).
ChIA-PET cannot address whether the identified loops
depend on the protein of interest: The technique strictly
relies on pulling down DNA sites via their associated
proteins and is therefore incompatible with protein knock-
out or knockdown. The technique also has a rather low
signal-to-noise ratio; only a small percentage of the paired-
end tags reveals a chromatin loop, the unambiguous iden-
tification of which, for example, requires that the two
paired sequences both localize to a (different) binding site
of the protein of interest. Therefore, a current limiting
factor of ChIA-PET is that it only identifies contacts be-
tween DNA sites bound by the same factor. 4C, 5C, and
HiC are not dependent on associated proteins and are not
hampered by these limitations. However, these strategies
will not discriminate between the bound and unbound
versions of a given genomic site and will therefore miss
chromatin loops formed in small subpopulations of cells
that happen to have the factor of interest bound to these
sites. Thus, ChIA-PET has both advantages and disadvan-
tages over other 3C strategies. In the ERa study, 3C was
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used to test at a few locations the effect of ERa knock-
down, where it led to the loss of loop formation.

ChIA-PET was recently also applied to uncover the in-
teractome mediated by CTCF in mouse embryonic stem
cells (ESCs). Very deep sequencing identified chromatin
loops between <10% of the CTCF-binding sites, most
(1480) in cis between sites relatively nearby on the chro-
mosome, but also an unexpectedly high number (336) of
reproducible interactions in trans. Handoko et al. (2011)
speculate that the current numbers are only the tip of the
iceberg, as other CTCEF sites may well also form chroma-
tin loops that are undetectable with the current sequence
depth and strategy. The identified loops formed by CTCF
could separate enhancers from promoters and active chro-
matin from inactive chromatin and could therefore be
important for its insulator function or facilitate commu-
nication between distal enhancers and genes (Fig. 5). The
study highlights the central role of CTCF in the spatial
regulation of gene expression (Handoko et al. 2011). It will
be particularly interesting to understand the function of
the interchromosomal CTCF interactions and find out
what determines whether a CTCEF site forms a chromatin
loop or not.

Interpretation of chromosome capture experiments:
further considerations

The resolution of all 3C-based methods is limited by the
choice of the first restriction enzyme. For a six-cutter like
HindIIl, there are ~800,000 HindIlI sites in the mouse
genome, and the average resolution throughout the
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Figure 5. ChIA-PET offers insight into the chromosome interactome for the CTCEF protein. (A) Results of three ChIA-PET libraries for
the insulator protein CTCEF. Paired-end tags show possible interactions between two protein-binding sites. Arcs highlight loops formed
between genomic sites. (B) Schematic representation of a possible model for the folding of the locus shown in A.
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genome will be ~4 kb. However, this is only theoretical,
as a number of factors can influence this resolution. Local
distribution of restriction sites can vary between different
genomic regions, resulting in different resolutions at dif-
ferent genomic locations. An additional factor that influ-
ences the results is the presence of repeats in the genome.
For 3C, this is a relatively minor problem because one can
be quite flexible in the selection of primers for PCR. For
sequencing-based methods, this can be more challenging,
especially in 4C-seq and 5C, which rely on the sequence
directly adjacent to the restriction site. However, this can
be partially circumvented by increasing the length of the
sequencing reads, which gives higher mapping specificity.
Additional factors that may influence HiC results were
recently assessed and combined into a probabilistic mod-
eling method that corrects systematic biases (Yaffe and
Tanay 2011).

A key characteristic of 3C, 4C, 5C, HiC, and ChIA-PET
experiments is the very high capture probability between
neighboring fragments, in keeping with their close spatial
proximity. Moving further away from a given fragment
leads to exponential decrease of the capture probability
until it reaches a baseline level (Lieberman-Aiden et al.
2009; Wijchers and de Laat 2011). The rapid decline in
contact probability makes it so that specific ligation junc-
tions between two given sites far apart on the chromo-
some, or on different chromosomes, will be rare. As dis-
cussed, this makes 3C (“one versus one”) unsuitable for the
analysis of long-range contacts. As for the higher-order
genomics versions of 3C, windowed approaches are nec-
essary for the analysis of long-range chromatin contacts.
Indeed, for far cis and trans DNA contacts, 4C and HiC
data sets are not reproducible at the single-fragment res-
olution, but are highly reproducible over genomic win-
dows. In such approaches, when a long-range interaction
within or between chromosomes is described, this is often
a statistical definition, meaning that two (multifragment)
regions have a higher probability for making contacts
compared with other regions at a similar distance on the
same chromosome or elsewhere on other chromosomes.
For a more thorough statistical definition of 4C, HiC, or
ChIA-PET interactions, we refer to Lieberman-Aiden et al.
(2009), Li et al. (2010), Splinter et al. (2011), and Yaffe and
Tanay (2011).

Knowing which regions of the genome are contacted by
a gene of interest (4C) or interpreting the overall chro-
mosomal conformation (HiC) is only interesting when
some form of integrative genomics analysis is performed.
However, because long-range contacts are generally formed
between genomic regions measuring in the range of 100 kb
to 1 Mb, there is often more than three orders of mag-
nitude difference between the scale of the genomic inter-
action data and genomic data such as CpG methylation,
ChIP, DNase I hypersensitivity, and expression data (Fig.
6A; Marti-Renom and Mirny 2011). This scale difference
is further complicated by the fact that across larger chrom-
osomal domains, many genomic variables correlate. For
example, C/G nucleotide density correlates with gene
density, which in turn correlates with the density of SINE
repeats, which shows an inverse correlation with LINE
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Figure 6. Different levels at which methods that probe the 1D
and 3D genome operate. (A) A length scale shows the resolution
of the data that are obtained with various genome-wide
methods. This is important for comparisons made between
various data sets. (B) Graph representation of possible models of
genome organization; circles identify loci in the genome, and
colors represent different chromatin states. The microenviron-
ment model describes strong separation between genomic re-
gions that have different chromatin states, but assumes few
preferences in contacts between genomic regions with similar
chromatin. In the network model, on the other hand, such
preferences do exist, and interactions between similarly typed
chromatin regions can be mutually exclusive.

repeat density. Furthermore, regions of high gene density
also show a high density of transcription factor-binding
sites, DNase I hypersensitivity sites, and certain post-
translational histone modifications (Myers et al. 2011).
Although these are only correlations, it is important to
keep these potential confounding factors in mind when
formulating hypotheses with regard to the underlying
features of nuclear organization.

Proper statistical analysis is especially important when
dealing with gene clusters. Since spatial interactions are
often formed between larger regions covering multiple
genes, an interacting region may spuriously overlap with
one or more genes having the same function. Most tools
for scoring enrichment of functional annotation, such as
Database for Annotation, Visualization, and Integrated
Discovery (DAVID) (Dennis et al. 2003) or FatiGO (Al-
Shahrour et al. 2004), assume independent sampling, a
prerequisite that is clearly not satisfied in studies of long-
distance chromatin interactions. This limitation can be
overcome by performing nonstandard statistical proce-
dures, such as circular permutation of the gene order
along the chromosome (de Wit et al. 2008) or the col-
lapsing of gene clusters to single observations in the sta-
tistical analysis.



A further issue to consider is the number of contacts
a given gene appears to have. In 4C, a single locus can
be engaged in tens or hundreds of contacts (depending
on the threshold applied to define contacts). These con-
tacts are collected from many cells and will not all be
present in the same cell. Likely, the large number of con-
tacts reflects cell-to-cell differences in genome topology.
It was previously argued that upon exit from mitosis,
each chromosome probably adopts one of a limited num-
ber of energetically favored conformations that will po-
sition a given gene next to a few other genes (Simonis
et al. 2006).

This is especially important to keep in mind when
considering 3D modeling based on 3C data. 3D chromatin
models based on 5C and HiC data offer a tantalizing first
step toward visualizing abstract interaction frequencies
(Lieberman-Aiden et al. 2009; Duan et al. 2010; Tanizawa
et al. 2010; Bau et al. 2011), but need to be interpreted
with caution (Langowski 2010). First, microscopy has
shown that genome topology changes over time and is
different between cells. The dynamics of chromatin struc-
ture and cell-to-cell variation is not appreciable by 3C-
based methods, and it cannot be determined whether two
different interactions of A with B and C occur simulta-
neously or sequentially and/or whether they are mutually
exclusive. 3C and derivatives only provide steady-state
conformations measured across a population of cells. The
resulting average 3D genome models are therefore not
likely to be found exactly as such in any given cell at a
given time. This is different from protein-folding models,
as these molecules generally form stable 3D configura-
tions. Ultimately, DNA contacts need to be studied in
single cells on single alleles to understand how the one
interaction influences the other.

Insights into nuclear organization

Based on the results discussed above, we can start to
theorize about models for nuclear organization and can
envision two extremes: the compartmentalization or mi-
croenvironment model and the network model (Fig. 6B).
In the microenvironment model, the genome is subdi-
vided into two or more types of chromatin that segregate
in the nucleus, forming distinct microenvironments that
include genomic segments with the same chromatin
type. An example of this would be euchromatin versus
heterochromatin or peripheral versus interior chromatin.
On the other hand, we can imagine a model of the nucleus
where mutually exclusive interactions occur. For instance,
locus A interacts with loci B and C, but not at the same
time, because loci B and C do not interact. This is anal-
ogous to a protein network where a single factor may be
part of multiple nonoverlapping complexes. Therefore,
we call this the network model. Both models have their
own implications with regard to the underlying factors
that shape the 3D genome; e.g., self-organization versus
active formation of contacts.

When we entertain a bird’s eye view of the nucleus, the
microenvironment model seems to be the most likely
model for chromosome organization. Contact profiles of
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genes that apparently belong to the same chromatin type
but are located on different ends of the chromosome are
highly similar (Lieberman-Aiden et al. 2009; Splinter et al.
2011). When we zoom in and consider nearby contacts
made by individual regulatory sequences, 3C and 5C data
have shown that there can be more complex organization
than just two different microenvironments (Tolhuis et al.
2002; Dostie et al. 2006; Bau et al. 2011). The most rea-
sonable model for nuclear organization is probably a hy-
brid of the two models. The microenvironment model
underlies the segregation of active and inactive chroma-
tin and acts at the level that positions chromosomal
domains relative to each other in cis and in trans. The
network model, on the other hand, seems to underlie the
shape within chromosomal domains, positioning genes
and regulatory DNA elements relative to each other in
the nuclear space.

Future directions

With dropping sequencing costs, rising throughput, and
more laboratories being acquainted with 3C-based tech-
nologies, a flood of genome interaction profiles is expected
to be generated in the decade to come. Likely, these data
sets will teach us about the stability of genome confor-
mations during development, identify the proteins that
dictate folding, and uncover how structure influences the
function of the genome and vice versa.

3C-derived methods fail to detect cell-to-cell variation
and cannot, by definition, assess the dynamics in the
system. Therefore, the ultimate challenge is the develop-
ment of strategies that analyze structures in single cells.
Live-cell imaging methods that can track a single locus
must be employed (Robinett et al. 1996; Janicki et al.
2004), possibly in combination with single-molecule de-
tection methods, in order to provide further insight into
the dynamics of the nuclear structure (Dange et al. 2011).
Integration of 3C/4C/5C/HiC/ChIA-PET data with high-
resolution live-cell imaging of tagged loci and single-
molecule tracking data will lead to a better understanding
of the dynamics underlying chromosomal interaction
data and the cell-to-cell variation of these interactions.
Ultimately, the goal will be to understand the relationship
between the structure and the function of the genome.
Current functional genomics studies mainly focus on
evolutionary conservation, the mapping of transcription
factor-binding sites, and DNA and histone modifications
by ChIP-seq, or the mapping of regulatory potential by, for
example, DNase I profiling. Invariably, these approaches
produce linear maps of genomic information. The sys-
tematic mapping of DNA contacts by high-resolution
3C-based genomics methods will identify the 3D contacts
these sites are engaged in, which will enable the discrim-
ination of the functional from nonfunctional sites and
uncover the wiring of genes with regulatory sequences in
the genome (Splinter and de Laat 2011). Thus, to really
assign function to the genome, 3C-based technologies are
needed to convert our linear information on regulatory
potential in the genome into functional 3D regulatory
DNA networks.
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