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Abstract
One well-known shortcoming of widely-used biomolecular force fields is the description of the
directional dependence of hydrogen bonding (HB). Here we aim to better understand the origin of
this difficulty and thus provide some guidance for further force field development. Our theoretical
approaches center on a novel density-based energy decomposition analysis (DEDA) method [J.
Chem. Phys., 131, 164112 (2009)], in which the frozen density energy is variationally determined
through constrained search. This unique and most significant feature of DEDA enables us to find
that the frozen density interaction term is the key factor in determining the HB orientation, while
the sum of polarization and charge-transfer components shows very little HB directional
dependence. This new insight suggests that the difficulty for current non-polarizable force fields to
describe the HB directional dependence is not due to the lack of explicit polarization or charge-
transfer terms. Using the DEDA results as reference, we further demonstrate that the main failure
coming from the atomic point charge model can be overcome largely by introducing extra charge
sites or higher order multipole moments. Among all the electrostatic models explored, the smeared
charge distributed multipole model (up to quadrupole), which also takes account of charge
penetration effects, gives the best agreement with the corresponding DEDA results. Meanwhile,
our results indicate that the van der Waals interaction term needs to be further improved to better
model directional hydrogen bonding.

I Introduction
While molecular modeling based on molecular mechanical force fields is becoming an
indispensible tool in studying structural and dynamical properties of biomolecular systems,
it has long been recognized that its applicability and reliability are critically dependent on
the accuracy of the employed force field.1–5 One main concern for currently widely
employed biomolecular force fields, such as CHARMM,6 OPLS-AA,7 and AMBER,8,9 is
the description of the directional dependence of hydrogen bonding at the receptor
atom.1,10–17 For a hydrogen bond D-H…A, this refers to the approaching direction of the
hydrogen atom to the acceptor atom A in relation to the bond(s) that A has,10,18 as
illustrated in Fig. 1. Classical force fields employing atomic point charge models and
Lenard-Jones potentials would lead to very different directional preferences in comparison
with results from both high level quantum chemical calculations of model complexes and
detailed analyses of crystal structures.10 This inadequacy in describing HB directional
dependence has been attributed as one main factor that limits the accuracy and predictive
power of force fields in modeling hydrogen bonding systems,1,10–17 including peptide
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conformation preference,11,15,19 protein folding,1,14,17 protein-protein interactions12,13 and
ligand binding specificity.20

Regarding the origin of hydrogen bonding directionality, it is widely believed that in
addition to the electrostatics, the HB directionality also critically depends on the polarization
interactions and the charge transfer from the lone pair (n) of the hydrogen bond acceptor to
the antibonding orbital (σ*) of the hydrogen bond donor.1,10–17 This opinion has been well
supported by molecular orbital based energy decomposition analysis (EDA) of
intermolecular interactions.18,21,22 Currently, there are in general three strategies to tackle
this HB directionality problem: 1. The addition of an explicit angle-dependent hydrogen
bonding term to take account of the charge transfer effect, in which new parameters can be
derived from the analysis of protein structure database12,19 or fitted to ab initio QM
calculations;16,23,24 2. Going beyond the atomic point charge model by introducing off-
center charges to mimic lone pair electrons25–30 or employing high order distributed
multipoles to better describe electrostatics;31–33 3. Introduction of explicit polarization with
induced point dipole,25,34–37 drude oscillator38–43 or fluctuating charge models.44–47 In spite
of substantial efforts, it remains a significant challenge to fundamentally understand this HB
directionality problem.

Energy decomposition analysis (EDA)48–55 based on high level quantum mechanical
calculations is a powerful tool to study and analyze intermolecular interactions, and has been
increasingly playing an important role in force field development.56–58 Recently we
developed a novel density-based energy decomposition analysis (DEDA) method55 for
intermolecular interactions within the framework of density functional theory. In
comparison with other EDA approaches, 18,21,22,48–54,59–63 which are all wave-function-
based, this new DEDA method has the following two unique features: 1. It variationally
calculates the total frozen density energy through constrained search; thus it enables a clean
separation of the frozen density interaction energy from the density relaxation (i.e.,
polarization and charge transfer) contribution. 2. The charge transfer component is also
calculated variationally based on the net electron flow in real space. These unique features
enable the definition of each interaction component in DEDA to be more consistent with the
typical physical picture employed in the classical force field description of intermolecular
interactions, and thus would make DEDA potentially more appropriate and helpful for force
field development. By applying this method to the formamide dimer,55 we showed earlier
that the frozen density energy term is the dominant factor in determining the angular
dependence of hydrogen bonding at the acceptor atom of the carbonyl group. This finding is
quite different from the popular view regarding the origin of the hydrogen bonding
directionality.1,10–17 If it were generally true, it would mean that the difficulty for current
non-polarizable force fields to describe HB orientation is not due to the lack of explicit
polarization or charge-transfer terms, which implicates that the problem of HB orientation
specificity can be more approachable.

In this work, we have further improved the DEDA analysis protocol, and made a systematic
investigation on the directional dependence of hydrogen bonds with both B3LYP-D3 and
M06-2X-D3 functionals.64–70 The performance of both functionals to describe structures
and binding interaction energies for a variety of hydrogen bonding systems have been
recently extensively tested and found to be excellent.70–74 Besides the formamide dimer, we
have studied the hydrogen bonding interactions between water and molecules containing sp
nitrogen, aromatic oxygen and sp2, sp3 nitrogen, oxygen and sulfur. The results clearly
demonstrate that the frozen density interaction is the dominant factor in determining the HB
orientation, while the sum of polarization and charge-transfer components shows very little
HB directional dependence. Then using the DEDA results as reference, we have examined
the performance of several electrostatic and vdW interaction models, and provided guidance
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for further force field development. Systematic parameterization protocols to determine
parameters for more advanced electrostatic models based on QM calculations of monomers
have been explored and presented, including the off-center charge model with electrostatic
potential (ESP) fitting and distributed multipole model with GDMA analysis,32,75 with or
without taking account of charge penetration effects.76–79 For the vdW interaction, we have
investigated the three most commonly employed potential energy functions,80 i.e. Lennard–
Jones 12-6 (LJ 12-6), Buffered 14-7 and Buckingham potential. In the following, we first
give an introduction to the theory and methodology used in the current work, and then
present our results and discuss implications on further force field development.

II Theory and Methods
A. Density-based energy decomposition analysis (DEDA) method

Recently Wu et al55 developed a novel purely density-based EDA method for intermolecular
binding within the framework of density functional theory. Here we first briefly review this
scheme. To apply it to recent DFT methods, where the vdW attraction is taken into account
to some extent either by the addition of empirical terms (i.e. the DFT-D methods66,68,81,82)
or the parameterization of the exchange-correlation functionals (such as X3LYP83 and
M06-2X functionals69), we lump the Pauli repulsion and the vdW attraction together to
match the vdW interaction in classical force fields. Meanwhile, BSSE-corrected fragment
energies and densities are employed to eliminate the basis set superposition error (BSSE) in
the DEDA analysis.

Given the formation of the complex AB without distortion of the fragment geometry, as
illustrated in Fig. 2, the total BSSE-corrected binding energy can be decomposed into these
contributions:

(1)

where

(2)

(3)

(4)

(5)

E[ρAB] is the total energy of the binding complex AB, while  and  are total
energies of non-interacting molecules A and B. They are determined with standard DFT
calculations in which the energy and density for each non-interacting fragment is calculated
with all basis functions in the complex as done in the standard counterpoise method.84
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As illustrated in Fig. 2, the intermediate state I is the frozen density state, whose total
density should be the superposition of two fragments’ densities without any distortions. In

DEDA,55 the frozen density energy  is variationally determined with a constrained

search formalism,85 i.e., . It should be noted that in other EDA
approaches,18,21,22,48–54,59–63 the Heitler-London (HL) antisymmetrization of two
fragments’ wave-functions has been employed to represent such a frozen density state, in
which the HL wave-function is not variationally optimized and the corresponding density
does not correspond to the sum of fragments’ densities.54 Thus one most significant and
novel feature of DEDA is to have a variationally determined frozen density energy through
constrained search, which allows a clean separation of ΔEfrz from the density relaxation
terms (ΔEpol and ΔEct). As shown in Eq. 2 and 3, ΔEfrz can be further decomposed into
electrostatic and vdW interaction energies, ΔEes and ΔEvdw, which can be served as the
reference to assess the performances of electrostatic and vdW interaction models,
respectively. Dispersion interactions are not explicitly included in most DFT functionals,
whose performance to describe mid-range interactions can be strongly affected by the tail
region of functionals86 due to density overlap. Two recent developments to mitigate this
deficiency within the GGA and hybrid functionals are: 1. adding an empirical term to model
dispersion interactions (i.e. DFT-D method66,81,82); 2. taking the vdW interactions into
account in the parameterization of the exchange-correlation functionals (such as for
X3LYP83 and M06-2X functionals69). For both DFT approaches, the resulting ΔEvdw term
in Eq. 2 would include both Pauli repulsion and vdW attraction contributions.

In order to determine ΔEpol and ΔEct in Eq. 4 and 5, the total energy for a second

intermediate state  is variationally calculated, in which the molecular density is
relaxed without charge transfer using the constrained DFT method.87 ΔEpol accounts for the
mutual polarization effect between the fragments, and ΔEct is the contribution to the total
binding energy due to the charge transfer effect between the fragments. In DEDA,55 these
two components are calculated based on density deformation and net electron flow in real
space respectively, and thus show a small basis set dependence. Furthermore, the above two
unique features of DEDA55 also make the resulting frozen energy and polarization
components much less affected by the inherent delocalization error88 (i.e. the enlarged self-
interaction error for a fractional number of electrons89) inherent in most density functionals.

B. Electrostatic Models and Parameterization Protocols
With the DEDA results as references, we have examined the performance of several
electrostatic models, including point charge, off-center charge25–30 and distributed multipole
models.31–33 The electrostatic potential (ESP) fitting method90 has been employed to
determine charge values for point charge and off-center charge models.

For the off-center charge model, extra point charges are placed on bond middle points and
along the lone pair (LP) directions (see scheme 1). We have found that adding extra charge
sites at bond middle points improves the description of the directional dependence of
hydrogen bonding. Determining the locations of LP charges is not trivial and the optimal
locations may vary with atom types.27,28 We have tried placing the LP charges either 0.35
Ǻ26 or 0.74 Ǻ30 away from the corresponding nuclei, and found that 0.74 Ǻ in general leads
to better agreement with the DEDA results and more meaningful point charge values.
Therefore, only the results of 0.74 Ǻ are presented.

To avoid unphysical charge values due to the ill-conditioning problem of the ESP charge fit,
we employed the restrained electrostatic potential (RESP) fit by adding a hyperbolic penalty
function to the least squares sum,91
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(6)

where Vi and V̂i are the electrostatic potentials calculated by quantum mechanics and the off-
center atomic model at grid i, qj is the point charge at charge site j. Parameters a = 0.005 au
and b = 0.1 define the strength of the restraint and the tightness of the hyperbola around the
minimum respectively. 91

For distributed multipole models,31–33 we have tested multipole moments up to quadrupole
and the results confirm that quadrupole is necessary to yield an accurate description of the
intermolecular electrostatics for HB complexes. In comparison with the distributed
multipole model employed in the AMOEBA force field,4,33,92 we also added distributed
multipoles at bond middle points, which slightly improves the results. The distribute
multipoles were calculated with the GDMA program version 2.2,75 using the formatted
checkpoint file produced by Gaussian0393 as input. All distributed multipole analyses except
for the furan molecule were performed with the analytical DMA algorithm by setting
keywords “SWITCH 0” and “Radius H 0.35”. For the furan molecule, the analytical DMA
algorithm breaks down due to a known stability problem with large basis sets.75 Therefore,
numerical DMA was performed for the furan molecule with the default setting in the
program. In agreement with a previous study,78 we find that the analytical DMA algorithm
in general yields more accurate results on electrostatic potentials and intermolecular
electrostatic interactions than numerical DMA.

Charge penetration76–79 has been known to make significant contribution to intermolecular
electrostatic interaction in the short range. In order to examine its effect on the description of
the directional dependence of hydrogen bonding, we have replaced each point charge with a
smeared charge, which consists of a nuclear charge Z and an exponential charge density

, in which r is the distance to the charge center and a defines the width of the
charge distribution. Accordingly, the electrostatic interaction between two smeared charges
can be written as:

(7)

where  and .

The interaction between one smeared charge and one point dipole is

(8)

where ,

and the interaction between one smeared charge and one traceless point quadrupole is
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(9)

where , and  is the traceless quadrupole moment at site B.

For each atomic center, the nuclear charge ZA is taken as the number of valence electrons,
for example Z=4 for the carbon atom. Parameter a for each charge site is determined by
minimizing the electrostatic potential difference between quantum mechanical calculations
and the damped multipolar expansion over a set of grid points.78 The minimization is
performed with the modified “potential” subprogram in TINKER 5.0.94 The fitting grid
consists of 10 layers with a spacing of 0.25 Ǻ. The first layer starts at the distance of half of
the vdW radii95 to the atomic center.

C. VDW Interaction Models
For vdW interactions, we have investigated the three most commonly employed potential
energy functions,80 i.e. Lennard–Jones 12-6 (LJ 12-6), Buckingham and Buffered 14-7
potentials:

(10)

(11)

and

(12)

In the above equations, Rij is the distance between atoms i and j, εij is the potential well

depth, Rmin,ij is the minimum energy distance, and  in Eq. 12. The combination
rules for Eqs 10 and 11 are

(13)

For Eq. 12, it is
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(14)

where  and  are vdW parameters for the atom i.

While Eq. 10 (LJ 12-6) is the most popular functional form for vdW interactions, Eq. 11
(Buckingham) and Eq. 12 (Buffered 14-7) are used in MM324 and AMOEBA33 force fields,
respectively. Following the referenced force fields,24,33 we took A=18400.0, B=12 and
C=2.25 in Eq. 11, and δ = 0.07 and γ = 0.12 in Eq. 12.  and  depend on functional forms
and were taken directly from the corresponding force field (OPLS-AA for LJ 12-6, MM3 for
Buckingham, and AMOEBA for Buffered 14-7).

III. Computational Details
A. Hydrogen-Bond Complexes

The HB complexes investigated in this work are illustrated in Scheme 2. Except for the
formamide dimer, which was shown to be representative of hydrogen bonds found in protein
side chains and main chains,10 all other complexes have water as the HB donor. The HB
acceptors, as shown in scheme 1, represent a set of molecules containing sp nitrogen,
aromatic oxygen and sp2, sp3 nitrogen, oxygen and sulfur. With the internal coordinates of
monomers frozen and other HB geometric parameters held fixed at the optimized dimer
values, we scanned along the chosen HB geometric parameters (denoted by Greek letters in
Scheme 2) to generate hydrogen-bonded dimers for the DEDA calculations and model
evaluations. The internal geometry of each fragment was optimized at the B3LYP/aug-cc-
pvdz level with Gaussian 03.93 We do not consider energy contributions from internal
geometry distortions, i.e. the preparation energy.

B. DFT Calculations and EDA Analyses
DEDA were carried out at the B3LYP65,67,81-D3/aug-cc-pvdz level and M06-2X69-D3/aug-
cc-pvdz level with a development version of NWCHEM.96 The notation D3 indicates that
the total binding energy and the vdW component from DEDA are corrected for each DFT
functional by adding the dispersion energy calculated from the newest version of Grimme’s
method.66 While the correction is significant for B3LYP, it is in general less than 0.1 kcal/
mol for M06-2X. For the M06-2X calculations, the fine grid as implemented in NWCHEM
is applied to reduce the integration grid errors when using meta-generalized-gradient
approximation functionals.97–99 The Beck’s integration scheme100 is used for the weighting
function for charge partition.55 To test the influence of the basis sets, calculations at the
B3LYP-D3/aug-cc-pvtz level were also performed.

IV Results and Discussion
In this section we will first present the DEDA results for various HB complexes and our
finding that frozen density interaction is the key factor in determining angular dependence of
hydrogen bonds. Then by using the B3LYP DEDA results as reference, we will evaluate
various electrostatic and vdW models in their descriptions of the directional hydrogen
bonding.

Lu et al. Page 7

J Chem Theory Comput. Author manuscript; available in PMC 2012 December 13.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



A. DEDA of Hydrogen Bonding Directional Dependence
As illustrated in Fig. 2, the total hydrogen bonding interaction energy can be cleanly divided
into four physically meaningful components, i.e., electrostatics, vdW, polarization and
charge transfer. The sum of the electrostatics and vdW terms constitutes the frozen density
interaction energy term, which in principle has already been taken into account in non-
polarizable force fields; on the other hand, the polarization and charge transfer terms come
from the electronic relaxation, whose explicit description by force fields needs polarizable
models and other advanced treatment.

The DEDA results of the nine hydrogen bonding complexes (Scheme II) at their optimal HB
configurations are presented in Table 1 and Fig. 3. We can see that among different
functionals and basis sets, including B3LYP-D3/aug-cc-pvdz, B3LYP-D3/aug-cc-pvtz and
M06-2X-D3/aug-ccpv-dz, the results are very consistent. At the optimal HB configuration,
the electronic relaxation energy is about 20% of the total binding energy, which is certainly
not negligible. Among the nine complexes, the ammonia–water complex has the largest
contribution from electronic relaxation energy, which accounts for about 28% of the total
HB binding energy. As to the influence of the basis set, the results from aug-cc-pvdz and
aug-cc-pvtz are in close agreement with each other, indicating that DEDA is not sensitive to
the size of the basis set. Binding energies from M06-2X-D3 are also in general very
consistent with those from B3LYP-D3. We note that without the dispersion correction, an
important ingredient of HB interaction,71 B3LYP binding energies are about 1–2 kcal/mol
weaker than those from M06-2X. The results in Table 1 and Figure 3 further confirm that
the frozen density interaction plays a major role in determining the hydrogen bonding
strength.

The DEDA results of the nine hydrogen bonding complexes with respect to their respective
hydrogen bonding angles defined in Scheme II are presented in Fig. 4 and 5. For all nine
complexes, we can clearly see that the frozen density interaction energy (red in Fig. 4)
shares the same trend as the total binding energy (black), while the electronic relaxation
energy (green) is quite flat along those defined angles. In fact, as shown in Fig. 5 (a), we see
a strong correlation between ΔEfrz and ΔEbind with respect to F. Moreover, the resemblance
between ΔEfrz and ΔEbind is not limited to the B3LYP-D3 functional. In Fig. 5 (b) we can
see there is also a strong correlation between ΔEfrz and ΔEbind for M06-2X-D3. The
consistency of ΔEfrz between two different functionals is demonstrated in Fig. 5 (c), in
which the linear regression yields a close-to-unity slope with R2 nearly one and residual
close to zero. Thus our DEDA results clearly show that the frozen density interaction term is
the dominant factor in determining the hydrogen bonding orientation, while the sum of
polarization and charge-transfer terms shows very little HB directional dependence. It
should be noted that this finding is quite different from the current dominant view regarding
the origin of hydrogen bonding directionality.1,10–17

In order to find out whether similar results can be observed with wave-function-based EDA
methods, we also performed the same analysis with the wave-function based EDA, in which
the Heitler-London (HL) antisymmetrization of two fragments’ wave-functions has been
employed to represent the frozen density state. The comparison of results between EDA and
DEDA on the water dimer and the formamide dimer is presented in Fig. 6, and it shows
three clear distinctions: (1) ΔEfrz from EDA is significantly smaller, which implies the
contribution from electronic relaxation energy to ΔEbind is significantly larger for EDA; (2)
There is no strong correlation between ΔEfrz and ΔEbind for EDA, which suggests that
polarization and charge transfer play important roles in HB orientation based on wave-
function-based EDA analysis; (3) EDA has a much larger difference of ΔEfrz between
different DFT functionals than DEDA. These distinctions clearly demonstrate important
novel features of the DEDA approach, and may lend DEDA some unique advantages for

Lu et al. Page 8

J Chem Theory Comput. Author manuscript; available in PMC 2012 December 13.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



force field development over the wave-function-based EDA methods. Specifically, our
DEDA results indicate that the problem of describing HB orientation in current non-
polarizable force fields is not due to the lack of explicit polarization or charge-transfer
terms, but comes from deficiencies in electrostatic and vdW models. As shown in Fig. 7,
both electrostatics and vdW interactions are important in determining the HB directionality
and the optimal binding angle results from a balance between them. In next two subsections,
using the DEDA results as reference, we will examine several electrostatic and vdW models
in order to provide some guidance for further force field development.

B. Examination of Electrostatic Models
To go beyond the atomic charge model for better describing electrostatics interactions, there
have been substantial efforts on developing off-center charge models,25–30 which place extra
point charges at sites other than the nuclei, and models employing higher multipole
moments.31–33,101 The details of implementation and parameterization can be quite diverse
among different approaches. Here our strategy is to avoid the employment of dimerization
data in parameterization; instead we derive all parameters by only using electrostatic
properties of monomers. Thus our parameterization procedure can be directly applied to any
molecules and the results will not be biased toward the HB complexes investigated here. As
described in Section II, we use RESP fitting to derive charges for the off-center charge
model, and the GDMA method75 for distributed multipoles up to quadrupole.

We have examined the performance of various electrostatic models to describe directional
hydrogen bonding. Correlations between ΔEes from electrostatic models and the
corresponding ΔEes from B3LYP-D3/aug-cc-pvdz DEDA are shown in Fig. 8. For the
atomic charge model (Fig. 8a), a slope of ~0.5 indicates a significant underestimation of
electrostatic interactions in comparison with the DEDA results, and the root mean square
deviation (RMSD) is quite large (3.7 kcal/mol). A more serious problem for the atomic
charge model is that the electrostatic interaction curves are too flat for most of the HB
complexes as shown in Figure 9, which is directly responsible for its problem of describing
HB directionality. From Fig. 8 (b) and (c) we can see that the off-center charge model and
the distributed multipole model make significant improvement over the atomic charge
model: slopes are larger, RMSDs smaller, and R2 values significantly close to unity. As
shown in Fig. 9, ΔEes from the distributed multipole model has a good agreement with the
DEDA results except for a systematic shift that is largely due to the charge penetration
effect.

The influence of charge penetration on the short range intermolecular electrostatic
interactions is well known,32 and has recently attracted much attention.56,76–79,102,103 To
account for the charge penetration effect, we replace each point charge with a smeared
charge, which consists of a negative exponential charge density and a positive point charge
at the atomic center.56 The net effect of smeared charges increases the strength of
electrostatic interactions at the short range. Here we have only considered the charge
penetration effects for monopoles because it was shown that introducing higher order
damping only yields minor improvement.78 As demonstrated in Fig. 8, with the smeared
charge model, the electrostatic interactions become much stronger and the RMSDs are all
greatly reduced for all three models. There is an excellent agreement between the DEDA
results and those from the smeared charge distributed multipole model, as indicated by the
close-to-unity slope and the small RMSD in Fig. 8 (f). Meanwhile, by comparing the values
of R2 in Fig. 8 (a) and (d), we can see that incorporating the charge penetration effects alone
would not be sufficient to relieve the problem of describing HB orientation in the atomic
charge model. Among all models examined, Fig. 8 and 9 clearly show that the smeared
charge distributed multipole model (up to quadrupole), which takes account of charge
penetration effect, has the best agreement with the corresponding DEDA results.
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C. Examination of vdW Models
As shown in Fig. 7, not only electrostatics, but also vdW interactions can be important in
determining the HB directionality. Here we have investigated three commonly employed
vdW force field functions. The vdW parameters were directly taken from OPLS-AA7,
AMOEBA92 and MM324 force fields respectively to test the LJ12-6, Buffered 14-7 and
Buckingham potentials. These parameters are in general obtained by fitting to
experimentally measured properties or high-level ab initio QM calculations of dimerization
energies. Thus we do not expect that the vdW function forms with parameters taken directly
from those force fields have a good agreement with the DEDA results. Nevertheless, such a
comparison may shed light on the appropriateness of vdW function forms to describe the
angular dependence of hydrogen bonding.

The correlations between ΔEvdw from vdW models and those from B3LYP-D3 DEDA are
presented in Fig. 10. Among the three models, LJ 12-6 model is clearly the worst, and does
not correlate at all with the corresponding DEDA results. The performances of Buffered
14-7 and Buckingham potentials are comparable. Both models have some weak correlations
with the DEDA results, but are still not satisfactory in describing the angular dependency of
vdW interaction, as shown in Fig. 11. To significantly improve the description of vdW
interactions, a systematic parameterization protocol should be developed and more advanced
vdw models may also need to be explored. We are currently carrying out studies along this
direction and will present our results in future account.

V Conclusions
In this work, we have further improved the density-based energy decomposition analysis
(DEDA) method, and made a systematic investigation about the directional dependence
hydrogen bonding with both B3LYP-D3 and M06-2X-D3 functionals. Our results clearly
demonstrate that frozen density interaction energy term is the key factor in determining the
HB orientation, while the density relaxation energy, including both polarization and charge-
transfer components, shows very little HB directional dependence. This finding is quite
different from the current dominant view regarding the origin of hydrogen bonding
directionality, and would not be obtained with wave-function-based EDA approaches. Using
the DEDA results as reference, we have examined several electrostatic and vdW interaction
models, and demonstrated that the main deficiency coming from the atomic point charge
model can be overcome largely by the introduction of extra charge sites or higher order
multipole moments. Among all electrostatic models explored, the smeared charge
distributed multipole model (up to quadrupole) is found to have the best agreement with the
corresponding DEDA results. Systematic parameterization protocols to determine
parameters for more advanced electrostatic models based on QM calculations of monomers
have been presented. We have also shown that van der Waals models still need further
improvement to better model the directional dependence of hydrogen bonding.
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Figure 1.
Illustration of the failure of classical atomic-charge based force fields in modeling the
hydrogen bonding angular depenency. Please see Ref. 10 for a more detailed discussion of
this problem. Upper panel: Φ angle for water and formamide dimers; Lower panel: binding
energies along the Φ angle from high level QM calculations (black) and force field
calculations using atomic charge and LJ 12-6 model (Red). Energy is in kcal/mol.
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Figure 2.
Illustration of the DEDA scheme.
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Figure 3.
Total binding energy and its components for each HB complex at geometries optimized at
the B3LYP/aug-cc-pvdz level.
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Figure 4.
Total binding energy and its components from B3LYP-D3/aug-cc-pvdz DEDA along the
HB angles (see scheme 2). Black: total binding energy; Red: frozen density energy; Green:
electronic relaxation energy (polarization and charge transfer). Panel A: (a) Water Dimer;
(b) Formaldehyde–Water; (c) Furan–Water; (d) Ammonia–Water; (e) Hydrogen Cyanide–
Water; (f) Methanimine–Water; (g) Hydrogen Sulfide–Water. Panel B: Formamide Dimer.
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Figure 5.
Linear regressions for total binding energy and frozen density interaction results (in kcal/
mol) along HB angles. (a). For B3LYP-D3, ΔE frz vs. ΔE bind. (b). For M06-2X-D3, ΔE frz
vs. ΔE bind. (c) For ΔE frz, B3LYP-D3 vs. M06-2X-D3.
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Figure 6.
Comparision of frozen energies in kcal/mol along the Φ angle (see Fig. 1) for water dimer
(left) and formamide dimer (right) with DEDA and the wave-function based EDA. The latter
employs the Heitler-London (HL) antisymmetrization of two fragments’ wave-functions to
represent the frozen density state.
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Figure 7.
Frozen density energy, electrostatics and vdW energy (in reversed sign) from B3LYP-D3
EDA along the HB angles (see scheme 2). Black: frozen density energy; Red: electrostatics;
Green: vdW in reversed sign. Other descriptions are the same as those in Figure 4.
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Figure 8.
Results of linear regressions of ΔE es (in kcal/mol) between each electrostatic model and
B3LYP-D3 DEDA results in describing HB directional dependence: (a) Atomic charge
model; (b) Off-center point charge model; (c) Distributed multipole model; (d) Atomic
smeared charge model; (e) Off-center smeared charge model; (f) Distributed multipole
model with smeared charge. The x-axes correspond to the results from B3LYP-D3/aug-
ccpvdz DEDA.
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Figure 9.
ΔE es (in kcal/mol) along the HB angles obtained from B3LYP-D3 DEDA and different
electrostatic models. Black circle: DEDA; Red: atomic charge model; Green: distributed
multipole model; Blue: distributed multipole model with smeared charge to take account of
charge penetration effects. Other descriptions are the same as those in Figure 4.
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Figure 10.
Linear regression results for ΔE vdw (in kcal/mol) between each vdW model and B3LYP-D3
DEDA. (a) LJ 12-6; (b) Buffered 14-7; (c) Buckingham. The x-axes correspond to the
results from B3LYP-D3 DEDA.
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Figure 11.
vdW interactions along the HB angles obtained from B3LYP-D3 DEDA and various vdW
models. Black: DEDA; Red: Buffered 14-7; Green: Buckingham. Other descriptions are the
same as those in Figure 4.
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Scheme I.
Illustration of the placement of lone pairs on each molecule for the off-center charge model.
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Scheme II.
HB complexes and the geometric HB parameters (denoted in Greek letters) used for EDA
and model evaluations.
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