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The question of which statistical approach is the most effective for investigating gene-environment (G-E ) in-
teractions in the context of genome-wide association studies (GWAS) remains unresolved. By using 2 case-control
GWAS (the Nurses’ Health Study, 1976–2006, and the Health Professionals Follow-up Study, 1986–2006) of type
2 diabetes, the authors compared 5 tests for interactions: standard logistic regression-based case-control; case-
only; semiparametric maximum-likelihood estimation of an empirical-Bayes shrinkage estimator; and 2-stage tests.
The authors also compared 2 joint tests of genetic main effects andG-E interaction. Elevated body mass index was
the exposure of interest and was modeled as a binary trait to avoid an inflated type I error rate that the authors
observed when the main effect of continuous body mass index was misspecified. Although both the case-only and
the semiparametric maximum-likelihood estimation approaches assume that the tested markers are independent
of exposure in the general population, the authors did not observe any evidence of inflated type I error for these
tests in their studies with 2,199 cases and 3,044 controls. Both joint tests detected markers with known marginal
effects. Loci with the most significantG-E interactions using the standard, empirical-Bayes, and 2-stage tests were
strongly correlated with the exposure among controls. Study findings suggest that methods exploiting G-E
independence can be efficient and valid options for investigating G-E interactions in GWAS.

case-control studies; case study; diabetes mellitus, type 2; epidemiologic methods; genome-wide association
study; genotype-environment interaction

Abbreviations:G-E, gene-environment; GWAS, genome-wide association study(ies); HPFS, Health Professionals Follow-up Study;
NHS, Nurses’ Health Study; semi-MLE, semiparametric maximum-likelihood estimation; SNP, single nucleotide polymorphism.

Editor’s note: A related article appears on page 177, an
invited commentary on the 2 articles is published on page
203, and a response by the authors of the first article to the
commentary is on page 208. In accordance with Journal
policy, Cornelis et al. were asked whether they wanted to
respond to the commentary but chose not to do so.

Genome-wide association studies (GWAS) have contrib-
uted substantially to our understanding of the genetic under-
pinnings of various complex diseases. However, nearly all
GWAS to date have focused on characterizing marginal
genetic effects and have not fully explored the potential role

environmental factors play in modifying genetic risk. Despite
the growing enthusiasm for investigation of gene-environment
(G-E) interactions, the most effective way to apply and detect
interactions in the context of GWAS remains unresolved (1).

The standard logistic regression test for G-E interactions
(defined as departure from a multiplicative odds ratio model;
refer to the Appendix) remains an established method to
analyze case-control data but is generally underpowered to
detect G-E interactions unless the genetic and environmental
factors are common and the interaction is strong (2). More
powerful methods to detectG-E interactions, such as the case-
only approach, rely on the assumption that genetic and envi-
ronmental factors are independent in the source population,
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but these tests are subject to inflated type I error when the
assumption is violated (3–6). Recently proposed hybrid or
‘‘hedge’’ methodologies seek to leverage the potential ef-
ficiency gains of the case-only method with the robustness
property of the standard case-control approach (7, 8).

Some argue thatG-E interactions might be used to enhance
detection of genes that are potentially missed by conventional
GWAS. Joint tests of both the genetic main effects and G-E
interactions have been developed for this purpose (9). Explor-
atory approaches, such asmultifactor dimensionality reduction
and tree-based and other data-miningmethods, have also been
proposed for testing G-E interactions but are currently com-
putationally intensive, and their performance and interpre-
tation in the context of genome-wide level data are unclear
(10–14).

Logistic regression-based tests for G-E interactions have
been evaluated primarily by simulation and small-scale mul-
timarker studies, and little is known on how they perform on
empirical genome-wide level data (15). In this paper, we
provide a comparative study of several logistic regression-
based tests of G-E interactions in a real GWAS setting. The
GWAS approach has been especially successful in identi-
fying novel variants underlying type 2 diabetes (16). It is well
known, however, that type 2 diabetes is a result of a combina-
tion of genetic and environmental factors (17). An adipogenic
environment, usually marked by an elevated body mass
index, is a particularly strong risk factor that may interact in
a statistical sense with a genetic propensity for the disease
(although the biologic implications of such an interaction
are not immediately clear) (18–21). Body mass index is
partially under genetic control (22, 23), violating a key as-
sumption of several of the statistical methods we examine.
Thus, our investigation of gene-body mass index interactions
in type 2 diabetes provides an interesting empirical compar-
ison of the performance of several approaches to the analysis
of G-E interactions in terms of their type I and II errors and
their robustness to violations of the gene-environment inde-
pendence assumption.

MATERIALS AND METHODS

Statistical tests

We evaluate the performance of 2 classes of statistical
tests: a 1 df test of G-E interaction (defined as departure from
a multiplicative odds ratio model; refer to the Appendix) and
a 2 df test of genetic main effect and G-E interaction. The
1 df class includes the standard logistic regression-based
case-control, case-only, and semiparametric maximum-
likelihood estimation (semi-MLE) tests, as well as 2 ‘‘hedge’’
methods: an empirical-Bayes shrinkage estimator and a
2-stage test (3, 4, 7, 8, 24). These 2 classes test distinct null
hypotheses: The 1 df statistics test the null hypothesis of no
G-E interaction per se, while the 2-df statistics test the null
hypothesis that the genetic marker under study is not associ-
ated with disease, in any stratum defined by exposure. Which
class of test is more appropriate will depend on the aims of
the study. If investigators are interested in detecting departures
from a multiplicative odds ratio model (e.g., when studying
markers with known marginal associations with disease),

then the 2 df test will be confounded by the genetic main
effect; on the other hand, if investigators are interested in
discovering new markers, leveraging potential G-E inter-
actions, then the 2 df test is often much more powerful than
the 1 df test (9, 25). In the Appendix, we describe the statistical
details of all 7 tests. We limit our discussion ofG-E interaction
to departures from a multiplicative odds ratio model, although
other forms of interaction can be tested by using case-control
data (26–28). (The case-only method can only be used to test
departures from a multiplicative model (3)). We consider
these tests in the context of gene discovery, where the goal is
to identify markers that have not been identified by an initial
screen of marginal genetic effects.

Genome-wide G-E interaction studies of type 2 diabetes

We apply these 7 statistical tests to 2 nested case-control
type 2 diabetes GWAS in the Nurses’ Health Study (NHS) and
the Health Professionals Follow-up Study (HPFS) cohorts.
Details regarding the study design including population, data
collection, genotyping quality control, and assurance have
been reported elsewhere (29, 30). All participants provided
written informed consent, and the study was approved by
the Institutional Review Board of the Brigham andWomen’s
Hospital and the Human Subjects Committee Review Board
of the Harvard School of Public Health. The original analysis
of marginal, single-marker effects included 3,221 women
(NHS) and 2,422men (HPFS) of genetically inferred European
ancestry. Quantile-quantile plots for both studies did not
suggest any large-scale systematic bias due to population
stratification or differential genotyping error (29).We restricted
the current analysis to incident cases of type 2 diabetes,
because reliable body mass index measures prior to diagnosis
were not available for prevalent cases. Body mass index was
self-reported and calculated as follows: weight (kg)/height (m)2

(31). Self-administered questionnaires about body weight
have been validated as described previously (31). The final
sample included 3,072 (1,321 cases and 1,751 controls) for
NHS and 2,171 (878 cases and 1,293 controls) for HPFS
with genome-wide scans and information on body mass
index. The current analysis was restricted to single nucleotide
polymorphisms (SNPs) mapped to chromosomes 1 through
22, as annotated on the Affy 6.0 chip (Affymetrix, Santa
Clara, California), leaving a total of 678,082 quality SNPs
in the NHS data set and 678,540 SNPs in the HPFS data set.

For all 7 methods, we assumed a log additive mode of
inheritance for each SNP in the interaction model; that is,
G was coded as a count of minor alleles for each SNP. Body
mass index was modeled as a binary trait to guard against
inflated type I error in tests of interaction when the main
effect of environment is misspecified (refer to Results). We
defined a ‘‘high’’ body mass index as �25 kg/m2 in 1976
(baseline) for women and �30 kg/m2 in 1986 (baseline) for
men. The different cutpoints used for each cohort reflect
cohort differences in bodymass index distribution at baseline.
Analysis proceeded without adjustment for covariates. In
order to achieve more precise estimators of parameters when
applying the semiparametric maximum-likelihood estimation
test (4), we constrained the probability of disease as deter-
mined for each cohort to 0.084 in the NHS and 0.068 in the
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HPFS. We note that this test can be implemented in a more
general setting that does not require specifying baseline
disease probabilities. The maximum-likelihood estimates
were obtained for all unknown parameters. For the 2-stage
approach, we applied an a1 ¼ 0.01 at the first stage, which
has been shown to perform well in simulation studies (7)
(although more recent work suggests that other thresholds
can lead to greater power (32)). For comparison purposes,
second-stage P values for the 2-stage test were multiplied by
0.01 to account for the fewer statistical tests performed
relative to the other 1 df tests.

Analyses were conducted by using PLINK (33) and the
SAS, version 9.1 for UNIX, statistical package (SAS Institute,
Inc., Cary, North Carolina). R was used for graphical presen-
tation (www.r-project.org). Although the current study was
restricted to genotyped SNPs, all tests under consideration
can be applied to a setting where imputed SNPs are examined.
Quantile-quantile plots that display the empirical percentile
of the interaction test P values against the percentiles of the
expected null distribution were used to compare type 1 error
rates across the different interaction tests. To complement
our empirical analyses, we also present the theoretical type I
error rate for these tests calculated under different assumptions
regarding the strength of the G-E correlation and the fraction
of markers correlated with E (refer to the Appendix) (34).

RESULTS

Characteristics of the NHS and HPFS data sets are pre-
sented in Web Table 1 (the first of 4 Web tables and 8 Web
figures posted on the Journal’sWeb site (http://aje.oupjournals.
org/)). Body mass index was strongly associated with type
2 diabetes: Compared with a low body mass index, the odds
ratio of type 2diabetes associatedwith a highbodymass index
was 4.73 (95%confidence interval (CI): 4.05, 5.52) forwomen
and 6.91 (95% CI: 5.18, 9.23) for men.

We first considered the impact of potentially misspecifying
the main effect of E (body mass index) in the standard G-E
interaction tests using the NHS data set. Each plot in Figure 1
displays the empirical percentile of the interaction testP values
corresponding to 1 of 4 approaches to modeling body mass
index against the percentiles of the expected null distribution.
When body mass index is modeled as a linear continuous
variable, we observe a dramatic departure from the diagonal
line at P< 0.01, indicative of systemic inflation of the type I
error rate (k¼ 1.47; Figure 1, model 1). Similar results were
observed for the joint 2 df test and when analyses were
conducted by using the HPFS data set (data not shown).
The standard case-only test, which does not make any assump-
tions about the functional form of the environmental main
effect (although it implicitly assumes a functional form for
the G-E interaction effect by regressing E on G among cases;
refer to the Appendix), was not subject to this inflation when
body mass index was modeled as a linear continuous variable
(k ¼ 1.00) (Web Figure 1).

This inflation results from model misspecification under
the null, which causes the variance of bge to be underestimated,
leading to inflated test statistics (35). There are at least 3
solutions to this problem. 1) A more flexible model for the

environmental main effect could be used. In our case, add-
ing a quadratic and cubic body mass index term to the model
removed the inflation in the quantile-quantile plot (k ¼ 1.47
for linear body mass index, k ¼ 1.04 for polynomial body
mass index) (Figure 1, model 2). We note that, even if a more
complicated form for the main effect of exposure is used,
including a simple G- (linear E) term in the model still leads
to a valid test of interaction (bge ¼ 0), although the single
interaction parameter may not capture the full complexity
of the interaction pattern. 2) A robust ‘‘sandwich’’ estimator
of the variance could be used (k¼ 1.02; Figure 1, model 3).
3) A continuous exposure could be modeled by using general
categorical variables (e.g., dichotomizing the exposure
(k ¼ 1.01; Figure 1, model 4) or assigning each subject to
distinct low, medium, or high exposure categories and using
2 indicator variables for the nonreference group. Although
this last approach can result in the loss of some information,
it allows a saturated model to be used for the environmental
main effect, which eliminates the problem of model misspe-
cification under the null. As in the previous 2 approaches, the
saturated model for the G-E interaction is not necessary for
validity. This is the approach that we took in all the subsequent
analyses: We used a simple binary environmental exposure
for purposes of comparing these 7 tests.

Because of space constraints, we present and focus our
attention on results from the NHS data set and place all equiv-
alent tables and figures for HPFS analysis online (Web Table 2;

Figure 1. Quantile-quantile plots for approaches to modeling body
mass index in the standard gene-environment (G-E ) interaction
test: 1) model 1: logit Pr(DjG,E ) ¼ b0 þ bg G þ be E þ bge G 3 E,
where E (body mass index) is a continuous variable (s); 2) model 2: logit
Pr(DjG,E) ¼ b0 þ bg G þ be1 E þ be2 E

2 þ be3 E
3 þ bge G3 E, where

E (modeled as bodymass index�mean) is a continuous variable (n);
3) model 3: model 1 with robust variance estimator (*); and 4) model 4:
logit Pr(DjG,E) ¼ b0 þ bg G þ be E þ bge G3 E, where E (body mass
index) is a binary variable (þ), in the Nurses’ Health Study, 1976–2006.
The dashed line (y ¼ x line) corresponds to instances where the
observed (y) P value is equal to the expected (x) P value.
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Web Figures 2–4). Unless noted otherwise, the qualitative
pattern of test performance was similar in the NHS and the
HPFS data sets. With only 1 exception (10q25: TCF7L2),
however, none of the top (P< 13 10-5)G-E interactions (1 df)
or loci (2 df) overlapped between the 2 data sets.

Figure 2 displays the quantile-quantile plots for the 1 df
tests for interaction with a color-coding scheme corresponding
to logistic regression tests forG-E association among controls.
None of these tests shows evidence for systematic inflation
in type I error rates (k � 1.008) or any individual genome-
wide significant G-E interaction. The test statistics for the
empirical-Bayes hedge method are all slightly smaller than
their asymptotic null distribution (k ¼ 0.936), suggesting
that in these samples sizes the asymptotic approximation
does not hold (8). For each test, Table 1 presents detailed
results forG-E interactions with P< 13 10-5 and how these
results compare across the other tests for interaction. With
few exceptions, all the top G-E interactions for the standard
test (P < 1 3 10-5) demonstrate highly significant G-E de-
pendence, with G-E effect estimates in an opposite direction
to that of the interaction. A similar, but less dramatic, pattern
was observed for the 2 hedgemethods. TheseG-E interactions
were scattered across the genome, and thus the enrichment
for G-E dependence was not driven by a set of SNPs in high
linkage disequilibrium. In contrast, for the case-only and
semiparametric maximum-likelihood estimation tests, the
strongest G-E interactions showed no evidence of G-E
dependence. As shown in the genome-wide test correlation
matrix (Web Figure 5), the strongest correlations among test
P values were observed between the case-only and the semi-
parametric maximum-likelihood estimation tests (r ¼ 0.96),
while the weakest correlation occurred between the standard
and case-only tests (r ¼ 0.38).

Figure 3 displays quantile-quantile plots for the joint 2 df
test and semiparametric maximum-likelihood estimation 2 df
test. For comparison purposes, we also present results from the
case-control test for marginal genetic effects, adjusted and
unadjusted for body mass index. The marginal effects test
adjusted for body mass index and both 2 df tests detected
strong signals missed by the unadjusted marginal effects test
(Table 2). Of special note, the cluster of SNPs in region
10q25 are significantly associated with type 2 diabetes on
the basis of the adjusted marginal effects test and joint tests
(P< 13 10-6), but they are not significantly associated with
the disease according to the unadjusted marginal genetic
effect test. This region maps to TCF7L2, an established risk
locus for type 2 diabetes (36). Applying the 2 df tests to the
HPFS data set did not reveal any additional loci (P< 13 10-5)
but did, however, capture all risk loci identified by the mar-
ginal effects test (Web Table 3). Results from all 3 tests were
strongly correlated in both the NHS (r> 0.53; Web Figure 6)
and the HPFS (r > 0.56) (Web Figure 7).

Web Figure 8 shows the expected number of false positive
tests and the genome-wide type I error rate for the case-only
test when some of the tested markers are associated with
the exposure in the general population. When 500 or fewer
markers are associated with a binary exposure with an odds
ratio of 1.10 or less, the expected number of false positive
associations from the case-only test is below 0.5 (out of
500,000 tests) for sample sizes ranging from 2,000 to 10,000

cases and an equal number of controls. The probability of at
least 1 false positive test in these situations is below 30%. The
inflation in type I error is much greater for stronger gene-
environment associations (OR � 1.30).

DISCUSSION

Published GWAS have thus far not fully explored the
potential role environment plays in modifying genetic suscep-
tibility. Among reasons that deter researchers from considering
G-E interactions in GWAS is the unclear consensus on the
most effective statistical approach to investigating these
interactions. In the current study, we have provided an in-
depth comparison of logistic regression-based methods
aimed to enhance the detection of genetic factors or directly
investigate statisticalG-E interactions. Under the reasonable
assumption that the majority of tested markers are not asso-
ciated with risk of type 2 diabetes in any stratum defined by
body mass index, our empirical results provide some infor-
mation on the type I error rates for these tests. Absent a known
(statistical) G-E interaction, it is difficult to draw conclusions
regarding the relative power of the different tests for G-E
interaction that we compared. However,markers with a known
marginal association with type 2 diabetes (e.g., TCF7L2) can
serve as positive controls for the 2 df tests, which are geared
toward marker discovery, rather than testing G-E interactions
per se.

In the course of conducting the current study, we observed
that tests requiring that the main effect of the environment
be specified can have a profoundly inflated type I error rate
when that effect is misspecified. Because the standard case-
only test does not require that the main effect of the environ-
ment be specified, it is in principle immune to this inflation in
type I error rate, even if the interaction term is misspecified
(refer to the Appendix). In practice, we did not observe any
inflation in type I error rate for this test (Web Figure 1). We
presented 3 strategies that can correct this inflation, 2 of which
involve fitting more flexible models for the environmental
main effect and 1 of which involves calculating a robust
variance estimate. Although all 3 of these methods yield tests
with nominal type I error rates, it is an open question which
approach yields the most power under different alternative
models. Developing flexible and powerful modeling strategies
for G-E interactions (especially when more than 1 environ-
mental factor is considered) is an area of active research and
beyond the scope of the current study.

If strict control of type I error is used as the primary crite-
rion for evaluating alternative tests for G-E interactions, the
standard logistic regression test is generally accepted as the
superior option for analysis of case-control data (8). Tests
that exploit G-E independence (i.e., case-only and semipara-
metric maximum-likelihood estimation) have been perceived
as less preferable because they are susceptible to biased results
when this assumption is violated (6). A true G-E correlation
might occur when an exposure depends on an individual’s
behavior, when the exposure is itself a trait under partial
genetic control (such as body mass index), or in samples
with latent population substructure (1, 37). A causal G-E
association is likely to occur only for a very small fraction of
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Figure 2. Quantile-quantile plots and corresponding genomic inflation factors (lambda) for the 1 df tests for gene-environment (G-E) interaction
(standard case-control (A), case-only (B), semiparametric maximum-likelihood estimation (C), empirical-Bayes shrinkage estimator (D), and
2-stage (E)) in the Nurses’ Health Study, 1976–2006. Point colors correspond to P values for tests of G-E dependence: <0.001 (black), <0.05
(gray), and �0.05 (white). For the 2-stage test (E), lambda was calculated by using P values from 7,231 single nucleotide polymorphisms tested in
the second stage. The dashed line (y ¼ x line) corresponds to instances where the observed (y) P value is equal to the expected (x) P value.
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Table 1. Cross-Test Comparison of Nominally Significant (P < 1 3 10-5) G-E Interactions Detected by Each of the 1 df Tests in the Nurses’ Health Study, 1976–2006

SNP Region

No. of

SNPs

in LDa

MAF

(‘‘risk’’)

for Cases

MAF

(‘‘risk’’)

for

Controls

G-E Association Marginal G Effect
Tests for G-E Interaction

Standard Case-Only 2-Stage EB Shrinkage Semi-MLE

b Co-

efficient
P Value

b Co-

efficient
P Value

b Co-

efficient
P Value

b Co-

efficient
P Value

b Co-

efficient
P Value

b Co-

efficient
P Value

b Co-

efficient
P Value

Standard

rs2110169 12p13 0 0.37 0.39 0.34 2.2 3 10-5 �0.103 0.06 �0.55 2.4 3 10-6 �0.20 0.018 �0.51 2.0 3 10-5 �0.28 0.0022

rs10512802 3q21 0 0.03 0.03 0.88 6.6 3 10-5 0.037 0.82 �1.52 4.1 3 10-6 �0.64 0.0089 �1.41 4.0 3 10-5 �0.84 0.0020

rs9992452 4q35 0 0.16 0.15 0.44 2.5 3 10-5 0.030 0.67 �0.68 6.5 3 10-6 �0.25 0.025 �0.63 5.4 3 10-5 �0.33 0.0067

rs11669653 19q13.1 0 0.30 0.30 0.23 0.0058 0.002 0.97 �0.54 8.7 3 10-6 �0.31 0.00041 �0.49 1.4 3 10-4 �0.36 0.00015

Case-only

rs7687423 4q32 0 0.37 0.40 0.04 0.57 �0.14 0.0071 �0.43 1.4 3 10-4 �0.40 1.9 3 10-6 �0.43 1.4 3 10-6 �0.40 4.7 3 10-6 �0.45 6.7 3 10-7

rs12488683 3q22 0 0.34 0.33 �0.05 0.59 0.032 0.56 �0.35 0.0043 �0.40 5.7 3 10-6 �0.35 4.3 3 10-5 �0.39 2.1 3 10-5 �0.41 1.7 3 10-5

rs6818789 4q35 0 0.11 0.11 0.13 0.29 �0.027 0.75 0.50 0.0071 0.64 8.6 3 10-6 0.50 7.1 3 10-5 0.59 4.4 3 10-4 0.65 2.1 3 10-5

2-Stage

rs2883160 1q43 1 0.25 0.24 0.42 1.7 3 10-6 0.033 0.58 �0.51 9.0 3 10-5 �0.08 0.41 �0.51 9.0 3 10-7 �0.47 4.7 3 10-4 �0.14 0.17

rs7687423 4q32 1 0.37 0.40 0.04 0.57 �0.141 0.0071 �0.43 1.4 3 10-4 �0.40 1.9 3 10-6 �0.43 1.4 3 10-6 �0.40 4.7 3 10-6 �0.45 6.7 3 10-7

rs2248178 8q22 1 0.15 0.14 0.47 9.5 3 10-6 0.073 0.31 �0.54 4.4 3 10-4 �0.08 0.47 �0.54 4.4 3 10-6 �0.49 0.0019 �0.15 0.22

rs879993 12q24.3 0 0.13 0.12 �0.10 0.42 0.096 0.22 0.63 4.8 3 10-4 0.52 5.5 3 10-5 0.63 4.8 3 10-6 0.55 2.5 3 10-4 0.60 2.7 3 10-5

rs10459511 14q22 0 0.07 0.08 �0.64 1.6 3 10-4 �0.178 0.076 0.78 9.2 3 10-4 0.14 0.40 0.78 9.2 3 10-6 0.70 0.0044 0.20 0.26

EB Shrinkage

rs7687423 4q32 0 0.37 0.40 0.04 0.57 �0.14 0.0071 �0.43 1.4 3 10-4 �0.40 1.9 3 10-6 �0.43 1.4 3 10-6 �0.40 4.7 3 10-6 �0.45 6.7 3 10-7

Semi-MLE

rs7687423 4q32 0 0.37 0.40 0.04 0.57 �0.14 0.0071 �0.43 1.4 3 10-4 �0.40 1.9 3 10-6 �0.43 1.4 3 10-6 �0.40 4.7 3 10-6 �0.45 6.7 3 10-7

Abbreviations: EB, empirical-Bayes; G, gene; G-E, gene-environment; LD, linkage disequilibrium; MAF, minor allele frequency; semi-MLE, semiparametric maximum-likelihood estimation; SNP, single nucleotide

polymorphism.
a Number of SNPs in linkage disequilibrium (r 2 > 0.8) with P < 1 3 10-5 for the G-E interaction test.
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the tested markers, and the strength of correlation between E
and any single marker is likely to be small (as in the case of
body mass index). Population stratification could create G-E
correlations for a much larger fraction of markers, but we
note that all of the methods we have presented here could
greatly reduce the risk and magnitude ofG-E correlation due
to stratification by conducting analyses within strata where the
G-E independence assumption is likely to hold (e.g., within
groups defined by self-reported ethnicity and/or genome-wide
genetic similarity) (4, 38).

In principle, both sources ofG-E correlation could have been
a concern in our study, given the known genetic influences
on body mass index (22, 23) and potential differences in
body mass index among US self-identified Caucasians with
recent ancestors from different parts of Europe. In practice,

although known genetic markers for body mass index were
indeed associated with body mass index in our samples
(Web Table 4) and the first principal component of genetic
variation was associated with body mass index in the HPFS
(P < 0.03; no significant association in the NHS), the case-
only and semiparametric maximum-likelihood estimation
methods showed no evidence of inflation in the type I error
rate, and the set of markers with highly significant G-E
interaction tests (P < 1 3 10-5) was not enriched for
markers that were correlated with body mass index in con-
trols. This observation is consistent with theoretical power
calculations (Web Figure 8), which showed no discernable
increase in the type I error rate for the case-only test using
2,000 cases when as many as 5,000 markers were modestly
associated with exposure (e.g., the odds that carriers of the

Figure 3. Quantile-quantile plots and corresponding genomic inflation factors (lambda) for the marginal genetic effects test (unadjusted (A) and
adjusted (B) for body mass index) and for joint tests of genetic main effects and gene-environment (G-E) interaction (joint 2 df (C) and semi-
parametric maximum-likelihood estimation (2 df (D)) in the Nurses’ Health Study, 1976–2006. Point colors correspond to P values for tests of G-E
association:<0.001 (black),<0.05 (gray), and�0.05 (white). The dashed line (y¼ x line) corresponds to instances where the observed (y) P value
is equal to the expected (x) P value.
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minor allele were exposed was between 1.05 and 1.10 times
that of noncarriers).

On the other hand, although, as expected, the standard
logistic regression-based test and the hedge tests for G-E
interaction showed no evidence for inflation in type I error
rates, the set of markers with highly significant interactions
was enriched for markers correlated (by chance) with body
mass index. This is because the interaction odds ratio for the
standard logistic regression is correlated with the observed
association between G and E in controls.

Our results suggest that the power gains from the case-only
and semiparametric maximum-likelihood estimation methods
that leverage theG-E independence assumptionmay outweigh
the risks of potential increase in type I error rate should that
assumption not hold. We emphasize, however, that in other
(i.e., larger) data sets or for other exposures the potential for
bias remains (Web Figure 8), and that markers that achieve
statistical significance using these methods should be vetted
to make sure the observed interaction is not due to G-E cor-

relation. They can be compared against published lists of
markers associated with the environmental exposure. If no
such lists exist or these are not deemed sufficiently exhaustive,
the markers can be tested for association with the exposure
in auxiliary data sets; and these putative interactions can be
tested by using the other methods outlined here that are not
sensitive to the G-E independence assumption. We also note
that tests that leverage G-E correlation can have lower power
than the standard logistic regression test for interaction in
special cases where the interaction odds ratio and the G-E
association odds ratio are in opposite directions (24).

We have focused on the performance of tests incorporating
G-E interactions in a single GWAS. The relative performance
of these tests in the multistage context, where a fraction of
markers showing evidence for G-E interaction or for associ-
ation allowing for G-E interaction (although not necessarily
at a genome-wide significance level) is tested in a follow-up
sample, remains unclear. Although in many situations the
case-only method shows little evidence for an inflated type I

Table 2. Cross-Test Comparison of Nominally Significant (P < 1 3 10-5) Marginal Genetic Effects and Joint Tests of Genetic Main Effects and

G-E Interaction in the Nurses’ Health Study, 1976–2006

SNP Region

No. of

SNPs

in LDa

MAF

(‘‘risk’’)

for Cases

MAF

(‘‘risk’’)

for

Controls

G-E Association Marginal G Effect
Adjusted Marginal G

Effectb Joint

2 df

(P Value)

Semi-MLE

2 df

(P Value)b Co-

efficient
P Value

b Co-

efficient
P Value

b Co-

efficient
P Value

Marginal G effect

rs10519107 15q22 1 0.44 0.51 �0.057 0.46 �0.29 2.5 3 10-8 �0.26 3.1 3 10-6 1.8 3 10-5 1.4 3 10-7

rs10181181 2q24 12 0.25 0.31 0.02 0.82 �0.29 7.0 3 10-7 �0.31 6.3 3 10-7 3.4 3 10-6 1.8 3 10-6

rs11053720 12p13 1 0.09 0.13 0.02 0.85 �0.42 1.0 3 10-6 �1.44 1.7 3 10-6 1.1 3 10-5 3.3 3 10-6

rs11701035 21q22 1 0.22 0.17 �0.04 0.73 0.32 1.6 3 10-6 0.30 1.8 3 10-5 8.3 3 10-5 9.1 3 10-6

rs2283381 14q24 0 0.22 0.27 �0.10 0.25 �0.28 3.3 3 10-6 �0.27 2.5 3 10-5 6.3 3 10-5 2.2 3 10-5

Adjusted marginal
G effect

rs7901695 10q25 4 0.35 0.30 �0.15 0.078 0.22 4.7 3 10-5 0.32 8.8 3 10-8 2.0 3 10-7 4.0 3 10-8

rs10181181 2q24 10 0.25 0.31 0.02 0.82 �0.29 7.0 3 10-7 �0.31 6.3 3 10-7 3.4 3 10-6 1.8 3 10-6

rs11053720 12p13 0 0.09 0.13 0.02 0.85 �0.42 1.0 3 10-6 �0.44 1.7 3 10-6 1.1 3 10-5 3.3 3 10-6

rs10519107 15q22 1 0.44 0.51 �0.057 0.46 �0.29 2.5 3 10-8 �0.26 3.1 3 10-6 1.8 3 10-5 1.4 3 10-7

Joint 2 df

rs7901695 10q25 4 0.35 0.30 �0.15 0.078 0.22 4.7 3 10-5 0.32 8.8 3 10-8 2.0 3 10-7 4.0 3 10-8

rs2110169 12p13 0 0.37 0.39 0.34 2.1 3 10-5 �0.10 0.055 �0.13 0.022 1.3 3 10-6 0.0012

rs3111397 2q24 1 0.17 0.22 �0.07 0.46 �0.31 2.0 3 10-6 �0.34 1.8 3 10-6 1.5 3 10-6 1.3 3 10-6

rs12116836 1q41 1 0.33 0.35 �0.15 0.062 �0.09 0.097 �0.13 0.028 7.2 3 10-6 1.5 3 10-5

Semi-MLE 2 df

rs12255372 10q25 5 0.32 0.28 �0.10 0.25 0.21 1.5 3 10-4 0.30 4.4 3 10-7 2.8 3 10-7 2.3 3 10-8

rs10519107 15q22 0 0.44 0.51 �0.057 0.46 �0.29 2.5 3 10-8 �0.26 3.1 3 10-6 1.8 3 10-5 1.4 3 10-7

rs7687423 4q32 1 0.37 0.40 0.04 0.57 �0.14 0.0071 �0.08 0.17 2.9 3 10-4 4.7 3 10-7

rs3111397 2q24 7 0.17 0.22 �0.07 0.46 �0.31 2.0 3 10-6 �0.34 1.8 3 10-6 1.5 3 10-6 1.3 3 10-6

rs11053720 12p13 1 0.09 0.13 0.02 0.85 �0.42 1.0 3 10-6 �1.44 1.7 3 10-6 1.1 3 10-5 3.3 3 10-6

rs810517 10q22 1 0.42 0.47 0.14 0.078 �0.22 1.9 3 10-5 �0.22 7.9 3 10-5 1.3 3 10-5 4.1 3 10-6

rs11701035 21q22 0 0.22 0.17 �0.04 0.73 0.32 1.6 3 10-6 0.30 1.8 3 10-5 8.3 3 10-5 9.1 3 10-6

rs10066510 5q12 0 0.08 0.11 �0.03 0.78 �0.28 0.0013 �0.18 0.049 0.004 9.7 3 10-6

Abbreviations: E, environment; G, gene; G-E, gene-environment; LD, linkage disequilibrium; MAF, minor allele frequency; semi-MLE, semiparametric maximum-

likelihood estimation; SNP, single nucleotide polymorphism.
a Number of SNPs in linkage disequilibrium (r 2 > 0.8) with P < 1 3 10-5 for test.
b Marginal G effect adjusting for E (body mass index).
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error rate when a conservative genome-wide significance
level is used (Web Figure 8), the proportion of false positives
due to G-E dependence may be higher when using a more
liberal significance threshold to choose markers for follow-up.
This could reduce the power of the case-only approach in the
multistage context. This point requires further research.

The 2-stage and empirical-Bayes-shrinkage estimator
tests are proposed to gain efficiency when the G-E indepen-
dence assumption is met in the underlying population and,
yet, are resistant to increased type I error when the underlying
assumption of independence is violated (7, 8). Neither the
2-stage or standard logistic regression test showed system-
atic inflation in type I error rates. Although both tended to
favor markers that exhibited chance G-E dependence
in controls, this tendency was markedly greater for the stan-
dard test. We note that our implementation of the empirical-
Bayes estimator has a heuristic justification. It would be
interesting to compare this computationally simple approach
with the general semiparametric maximum-likelihood esti-
mation estimator proposed by Mukherjee and Chatterjee,
especially in situations where adjusting for covariates is
important.

In the current study, the performance of the joint 2 df and
semiparametric maximum-likelihood estimation 2 df tests
was generally similar to that of the marginal genetic test,
with 1 notable exception: a nearly 3-fold improvement in
detection of an established type 2 diabetes locus (TCF7L2)
in the NHS. We note, however, that, in the current applica-
tion, the joint tests performed just as well as a marginal effect
test that adjusts simply for the environmental factor. If these
findings are a function of the strong association between
body mass index and type 2 diabetes, they may have
important relevance to other settings where one is testing
a strong environmental risk factor. Preference for either a 1
df or a 2 df test will largely be dictated by the goals of the
study since each test is addressing a very different research
question. The likely success of either approach will
ultimately depend on the true penetrance model and preva-
lence of exposure, which will vary by disease.

The nested case-control design of the NHS and the HPFS
type 2 diabetes GWAS combines the avoidance of bias of
cohort designs with the cost-efficiency of case-control
designs and is thus ideal for genome-wide G-E interaction
studies. Nevertheless, no G-E interaction reached genome-
wide significance in either data set, nor did any nominally
significant finding replicate across studies, and we acknowl-
edge this as a limitation. Moreover, there is currently no
confirmed G-E interaction in the diabetes literature and, thus,
we were unable to include a positive control for additional
insight on test-power properties. We also cannot generalize
our findings to studies where population stratification is
a more pressing concern, notably studies in recently
admixed populations such as African Americans or Latinos.
Chatterjee and Carroll (4) consider the potential for bias
due to population stratification and propose a modified semi-
parametric maximum-likelihood estimation test when the
G-E independence assumption holds conditional on only
a set of stratification variables. Future application of these
different tests to substructured populations will be highly
informative.
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APPENDIX

In the following section, we describe the statistical details
of the tests we studied and the methods we used for theoret-
ical power calculations. For simplicity, we consider an un-
matched case-control study with a binary genetic factor and
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a binary environmental factor. Other genetic and exposure
codings can be easily incorporated in this framework. For
example, when we apply these methods to the 2 type 2 di-
abetes data sets, we used an additive coding for the genetic
factor and considered linear and quadratic codings for a con-
tinuous environmental factor.

LetG¼ 1 (G¼ 0) denote whether an individual is a carrier
(noncarrier) of the susceptible genotype and E ¼ 1 (E ¼ 0)
denote an exposed (unexposed) individual. Let D denote
disease status, where D ¼ 1 (D ¼ 0) represents an affected
(unaffected) individual.

One df tests

Standard case-control (‘‘standard’’). Appendix Table 1 is
a 2 3 2 3 2 tabular representation of data from an un-
matched case-control study. The standard logistic regression
test of interaction is based on the following model:

logit PrðDjG;EÞ ¼ b0 þ bgGþ beE þ bgeG 3 E; ðA1Þ

where b0 is the log odds in unexposed noncarriers, and bg,
be, and bge are the regression coefficients that correspond to
the log-odds ratios of the genetic and environmental main
effects and the magnitude of theG-E interaction, respectively.
The interaction effect can be estimated by the ratio of the
estimated odds ratio (OR) comparing exposed carriers and
unexposed carriers (ad/cb) with the estimated OR comparing
exposed noncarriers and unexposed noncarriers (eh/gf). If
exp(bge) ¼ 1, the genetic OR is constant across exposure
strata and, following convention, we say that there is no
statistical interaction. If exp(bge) > 1 (<1), the genetic effect
is larger (smaller) in exposed individuals than in unexposed
individuals (39).

Case-only. In the case-only test, an interaction that influ-
ences disease risk can be detected as an association between
the interacting factors in a sample of diseased individuals.
Assume that the genetic and environmental factors are in-
dependently distributed in the source population and that
penetrance follows a log linear model, log[Pr(DjG,E)] ¼
c0 þ fg(G) þ fe(E) þ h(G,E), where fg and fe are general
functions, and h is either 0 or a nonlinear function ofG and E
(i.e., h cannot be written as h ¼ hg þ he). Then, under null

hypothesis H0:h ¼ 0, G and E are independent in cases.
Hence, testing for departure from a multiplicative relative
risk model is equivalent to testing the association between G
and E in cases, and the validity of this test does not depend
on the functional form of the main effects, fg and fe. (This is
a generalization of the arguments in reference 3.) For binary
G and E, it also follows from the equality OR(G3 E)¼OR
(G,EjD ¼ 1)/OR(G,EjD ¼ 0) that, if the disease is rare and
G and E are independent in the source population, then
OR(G,EjD ¼ 0) � 1 and OR(G 3 E) � OR(G,EjD ¼ 1).

In practice, the case-only estimator is obtained by fitting
the logistic regression model,

logit PrðEjG;D¼ 1Þ ¼ g0 þ ggG; ðA2Þ

by maximum-likelihood methods using data on G and E
among cases only. In the simple case of binary G and E with
no confounders, the case-only estimator of exp(gg)� exp(bge)
is ag/ce (Appendix Table 1). For continuous E, we tested for
association between E and G among cases using a linear
regression of E on G.

Semiparametric maximum-likelihood estimation (‘‘semi-
MLE’’). Chatterjee and Carroll (4) developed a semipara-
metric framework for retrospective maximum-likelihood
analysis of case-control studies exploiting G-E independence
and Hardy-Weinberg equilibrium assumptions in the popu-
lation under arbitrary disease frequencies. This is equivalent
to fitting a maximum-likelihood for the observed D and G,
conditional on E and ascertainment:

PrðD;GjE;R ¼ 1Þ

¼ PrðR ¼ 1jD;G;EÞ PrðDjG;EÞ PrðGjEÞP
d;g PrðR ¼ 1jd; g;EÞ Prðdjg;EÞ PrðgjEÞ

¼ PrðR ¼ 1jDÞ PrðDjG;EÞ PrðGÞP
d;g PrðR ¼ 1jdÞ Prðdjg;EÞ PrðgÞ: ðA3Þ

Here, R ¼ 1 is an indicator denoting ascertainment into
the case-control sample, and P(DjG,E) follows the logistic
model A1. For rare diseases, Chatterjee and Carroll note
that estimating the nuisance parameters, l1 N Pr(RjD ¼
1) and l0 N Pr(RjD ¼ 0), can be problematic. However,
external information about the marginal probability of the
disease in the population can be incorporated to improve
efficiency of parameter estimation. We assume that the
population genotype distribution P(G) follows Hardy-
Weinberg proportions and estimate the minor allele
frequency using cases and controls combined (effectively
weighted by sampling fractions for cases and controls).
Unlike the case-only approach, the semiparametric
maximum-likelihood estimation uses data from both
cases and controls and, hence, can estimate all parameters
of interest; moreover, because of the additional Hardy-
Weinberg equilibrium assumption, the semiparametric
maximum-likelihood estimation estimates of bGE differ
slightly from the case-only estimates.

Hedge methods. Empirical Bayes-type shrinkage
estimator (‘‘EB Shrinkage’’). Mukherjee and Chatterjee
(8) use an empirical Bayes (EB)-type shrinkage estimation
framework for testing G-E interactions. Their interaction

Appendix Table 1. A 2 3 2 3 2 Representation of an Unmatched

Case-Control Study Examined by a Standard Test forG-E Interaction

Environment

Gene

G 5 1 G 5 0

D 5 1 D 5 0 D 5 1 D 5 0

E ¼ 1 a b e f

E ¼ 0 c d g h

OR (D-E )a ad/cb eh/gf

OR (G-E )b adfg/bceh

Abbreviations:D, disease status;E, environment;G, gene; OR, odds

ratio.
a D-E association.
b G-E interaction.
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estimator (bbEB) is a weighted average of the standard case-
control (bbCC) and case-only (bbCO) estimators of the interaction
defined in A1 and A2 above. Weights are based on the vari-
ance of the case-control estimate and

bs2 ¼ maxð0;bhG�E � br2

bhG�E

Þ, where bhG�E is the regression

coefficient from the test of G-E independence among con-
trols (i.e., bhG�E is the log odds ratio from a logistic re-
gression of E on G). These weights are used in an empirical-
Bayes fashion to obtain an estimator that ‘‘shrinks’’ toward
either the estimated interaction odds ratio under a general
model for G-E dependence or toward the estimate obtained
under the assumption of G-E independence, depending on
the evidence for or against G-E independence:

bbEB ¼ br2
CC

bs2 þ br2
CC

bbCO þ bs2
bs2 þ br2

CC

bbCC: ðA4Þ

The estimated variance of this estimate is

vbarEB � br2
CC þ

bh2G�Eðbh
2

G�E þ 3 br2
CC

�

ðbr2
CC þ bh2G�EÞ

2
br2

bhG�E

; ðA5Þ

which is used to construct the test statistic T ¼ bEB/OvarEB,
which is asymptotically distributed as a standard normal
random variable. The expressions for bbEB and vbarEB were
derived for the special case of a binary genotype and binary
exposure, with no covariate adjustment. Our application
involves an ordinal coding for the genotype; we adopted
expressions A4 and A5 for computational simplicity,
relying on the fact that, for most SNPs, the ordinal and
dominant codings yield similar results. In principle, how-
ever, one can calculate the appropriate empirical-Bayes esti-
mates for general genotype and exposure codings and for
general covariate adjustment, using the semiparametric
maximum-likelihood estimation framework, as described
in Mukherjee and Chatterjee (8).

Two-stage. Murcray et al. (7) propose a simple 2-stage
procedure for testing of G-E interactions. In stage 1, they
perform a likelihood ratio test of association betweenG and E
based on a logistic model. This is similar to the case-only
analysis (A2), but in this context, the test is applied to the
combined sample of cases and controls. If the P value for the
test is above some prespecified a1, then there is no interaction
between G and E. Otherwise, in stage 2, the SNPs that pass
stage 1 are assessed in the standard case-control test (A1) for
G-E interaction. By testing markers in the second stage using
standard logistic regression, this procedure maintains a nom-
inal type I error rate even in the presence ofG-E dependence.
Significance at this stage is defined as having a P value less
than a/m, where a is the desired overall type I error rate and
m is the number of tests that pass stage 1. The greater the
portion of SNPs associated with E, or increasing a1, leads to
an increase inm and reduced power of the method. Applying
stage 1 to the entire sample, rather than to cases only, elim-
inates the correlation between tests in stages 1 and 2 and
preserves the overall type I error rate (7).

Two df tests

Joint 2 df. The joint test combines information about
genetic main effects and G-E interaction, with no assump-
tion of G-E independence or Hardy-Weinberg equilibrium.
The test uses the same likelihood as the standard test forG-E
interaction (A1) but constrains both bg¼ 0 and bge¼ 0 under
the null and, thus, has 2 df (9).

Joint semiparametric maximum-likelihood estimation
(semi-MLE 2 df). The semiparametric maximum-likelihood
estimation 2 df test applies the same assumptions and estima-
tion techniques defined in A3 but, like the joint test described
previously, constrains both the genetic main effect and G-E
interaction parameters resulting in a 2 df test (4).

Marginal genetic effect

For comparison purposes, we also present results from the
case-control test for marginal genetic effects, by testing
bg ¼ 0 in the models:

logit PðDjGÞ ¼ b0 þ bgG ðA6Þ

logit PðDjGÞ ¼ b0 þ bg G þ be E: ðA7Þ

The marginal-effect parameter bg in models A6 and A7
represents the effect of G averaged over the distribution of
sampled exposures and, thus, is distinct from the main-effect
parameter bg in model A1.

Theoretical power calculations

Power calculations for the case-only tests of gene-
environment interaction allowing for the presence of gene-
environment correlation in the study base were performed by
using the method described by Lindström et al. (34) and im-
plemented in the SASmacro GEmis2, available at http://www.
hsph.harvard.edu/faculty/peter-kraft/software/. This method
is an implementation of the ‘‘exemplary data’’ approach (40)
that is also used by Quanto software for power and sample
size calculations (http://hydra.usc.edu/GxE/). Specifically,
GEmis2 calculates the noncentrality parameter for the test
statistic using a logistic regression of binary exposure on
genotype for all possible exposure/genotype combinations,
weighted by the probability of each combination under a given
set of parameters (interaction odds ratio, strength of the G-E
correlation in the study base, prevalence of exposure, and so
on). The noncentrality parameter can then be used to calcu-
late type I error (when the interaction odds ratio is 1, but the
G-E correlation is non-zero) or power and sample size.

For each of the panels in Web Figure 8, we calculated the
type I error for a single marker assuming the given genetic
odds ratio for exposure (which measures the strength of the
gene-environment correlation in the study base). The expected
number of false positives was then calculated as N 3 a1 þ
(500,000 � N) 3 a0, where N is the number of markers
associated with exposure, a1 is the type I error rate for
a marker that is associated with exposure, and a0 is the
nominal type I error rate (5 3 10�8). The probability of
at least 1 false positive was calculated as 1 � (1 � a1)

N

(1 � a0)
500,000 � N.
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