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Must higher level biological processes always be derivable from lower level data and mechan-
isms, as assumed by the idea that an organism is completely defined by its genome? Or are
higher level properties necessarily also causes of lower level behaviour, involving actions and
interactions both ways? This article uses modelling of the heart, and its experimental basis, to
show that downward causation is necessary and that this form of causation can be rep-
resented as the influences of initial and boundary conditions on the solutions of the
differential equations used to represent the lower level processes. These insights are then
generalized. A priori, there is no privileged level of causation. The relations between this
form of ‘biological relativity’ and forms of relativity in physics are discussed. Biological rela-
tivity can be seen as an extension of the relativity principle by avoiding the assumption that
there is a privileged scale at which biological functions are determined.
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1. INTRODUCTION

Have we reached the limits of applicability of the rela-
tivity principle? And could it have relevance to biology?

By ‘relativity principle’ in this context, I mean distan-
cing ourselves in our theories from specific absolute
standpoints for which there can be no a priori justification.
From Copernicus and Galileo through to Poincaré and
Einstein, the reach of this general principle of relativity
has been progressively extended by removing various
absolute standpoints in turn. People realized that those
standpoints represent privileging certain measurements
as absolute, for which there is and could be no basis.
First, we removed the idea of privileged location (so the
Earth is not the centre of the Universe), then that of absol-
ute velocity (since only relative velocities can be observed),
then that of acceleration (an accelerating body experiences
a force indistinguishable from that of gravity, leading to
the idea of curved space–time). Could biology be the
next domain for application of the relativity principle?
This article will propose that there is, a priori, no privi-
leged level of causality in biological systems. I will
present evidence, experimental and theoretical, for the
existence of downward causation from larger to smaller
scales by showing how mathematical modelling has
enabled us to visualize exactly how multi-level ‘both-
way’ causation occurs. I will discuss the consequences for
attempts to understand organisms as multi-scale systems.
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Finally, I will assess where some of the extensions of the
relativity principle now stand in relation to these goals.
2. THE HIERARCHY OF LEVELS: ‘UP’ AND
‘DOWN’ ARE METAPHORS

In biological science, we are used to thinking in terms of a
hierarchy of levels, with genes occupying the lowest level
and the organism as a whole occupying the highest
level of an individual. Protein and metabolic networks,
intracellular organelles, cells, tissues, organs and systems
are all represented as occupying various intermediate
levels. The reductionist causal chain is then represented
by upward-pointing arrows (figure 1). In this figure,
I have also represented the causation between genes and
proteins with a different kind of arrow (dotted) from the
rest of the upward causation since it involves a step that
is usually described in terms of coding, in which particular
triplets of nucleic acids code for specified amino acids so
that a complete protein has a complete DNA template
(or, more correctly, a complete mRNA template that
may be formed from various DNA exons). The standard
story is that genes code for proteins, which then go on
to form the networks. Coding of this kind does not
occur in any of the other parts of the causal chain,
although signalling mechanisms at these levels could
also be described in terms of coding (a signal can always
be described as using a code in this general sense).

The concepts of level, and of ‘up’ and ‘down’,
‘higher’ and ‘lower’, however, are all metaphors. There
This journal is q 2011 The Royal Society

mailto:denis.noble@dpag.ox.ac.uk


genes

proteins and RNAs

protein and RNA networks

sub-cellular machinery

cells

tissues

organs

organism 

Figure 1. Upward causation: the reductionist causal chain
in biology. This is a gross simplification, of course. No one today
seriously believes that this diagram represents all causation in
biology. Reductive biological discourse, however, privileges this
form of causation and regards it as the most important.
In particular, the nature and the direction of the lowest arrow
(dotted) are fixed and represent the impact of the central
dogma of molecular biology. Adapted from Noble [1, fig. 1].
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is no literal sense in which genes lie ‘below’ cells, for
example. Genes are all over the body, so also are cells,
and the organism itself, well, that is very much every-
where. This is why I prefer ‘scale’ to ‘level’. The real
reason for putting genes, as DNA sequences, at the
bottom of the hierarchy is that they exist at the smallest
(i.e. molecular) scale in biological systems. The forma-
tion of networks, cells, tissues and organs can be seen
as the creation of processes at larger and larger scales.

Does the metaphorical nature of the way we rep-
resent upward and downward causation matter? The
bias introduced by the metaphor is that there is a
strong tendency to represent the lower levels as some-
how more concrete. Many areas of science have
proceeded by unravelling the small elements underlying
the larger ones. But notice the bias already creeping in
through the word ‘underlying’ in the sentence I have
just written. We do not use the word ‘overlying’ with
anything like the same causal force. That bias is
reinforced by the undeniable fact that, in biology,
many of the great advances have been made by invent-
ing more and more powerful microscopical and other
techniques that allow us to visualize and measure ever
smaller components. I was a graduate student when
the first electron microscopes were introduced and
I recall the excitement over the ability to visualize
individual molecules of, for example, the contractile
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proteins in muscle cells. This enabled the contractile
protein machinery to be understood: and so the sliding
filament model of muscle contraction was born [2,3].
Taking a system apart to reveal its bits and then work-
ing out how the bits work together to form the
machinery is a standard paradigm in science.

That paradigm has been remarkably successful.
Breaking the human organism down into 25 000 or so
genes and 100 000 or so proteins must be one of the
greatest intellectual endeavours of the twentieth cen-
tury, with completion of the first draft sequencing of
the entire human genome occurring appropriately at
the turn of the millennium [4,5].

As a scientific approach, therefore, the reductionist
agenda has been impressively productive. The question
remains though. If ‘up’ and ‘down’ are metaphorical,
how can causation in one direction be privileged over
that in the reverse direction? Are molecular events
somehow causally more important than events that
occur at the scales of cells, organs or systems? And
are there causally efficacious processes that can only
be characterized at higher scales?
3. THE CENTRAL DOGMA OF
MOLECULAR BIOLOGY: WHAT DOES IT
SHOW?

It is hard to think of an a priori reason why one level in a
biological system should be privileged over other levels
when it comes to causation. That would run counter to
the relativity principle. Moreover, I will outline later in
this article how mathematical modelling has enabled us
to visualize exactly how multi-level ‘both-way’ causation
occurs. If the reductionist view is to be justified, therefore,
it must be done a posteriori: we need empirical evidence
that information that could be regarded as ‘controlling’
or ‘causing’ the system only passes in one direction, i.e.
upwards. In biology, we do not have to look very far for
that empirical evidence. The central dogma of molecular
biology [6,7] is precisely that. Or is it?

Let us pass over the strange fact that it was called a
‘dogma’, first by Crick and then by very many who fol-
lowed him. Nothing in science should be a dogma of
course. Everything is open to question and to testing
by the twin criteria of logic (for mathematical ideas)
and experimental findings (for theories with empirical
consequences). So, let us look more closely at what is
involved. The essence of the central dogma is that
‘coding’ between genes and proteins is one-way.
I prefer the word ‘template’ to ‘coding’ since ‘coding’
already implies a program. Another way to express
the central point of this article is to say that the concept
of a genetic program is part of the problem [1]. I will
briefly explain why.

The sequences of DNA triplets form templates for
the production of different amino acid sequences in pro-
teins. Amino acid sequences do not form templates for
the production of DNA sequences. That, in essence, is
what was shown. The template works in only one direc-
tion, which makes the gene appear primary. So what
does the genome cause? The coding sequences form a
list of proteins and RNAs that might be made in



Review. Theory of biological relativity D. Noble 57
a given organism. These parts of the genome form a
database of templates. To be sure, as a database, the
genome is also extensively formatted, with many regulat-
ory elements, operons, embedded within it. These
regulatory elements enable groups of genes to be coordi-
nated [8] in their expression levels. And we now know
that the non-coding parts of the genome also play impor-
tant regulatory functions. But the genome is not a fixed
program in the sense in which such a computer
program was defined when Jacob and Monod introduced
their idea of ‘le programme génétique’ [9–11]. It is rather
a ‘read–write’ memory that can be organized in response
to cellular and environmental signals [12]. Which pro-
teins and RNAs are made when and where is not fully
specified. This is why it is possible for the 200 or so differ-
ent cell types in an organism such as the human to make
those cell types using exactly the same genome. A heart
cell is made using precisely the same genome in its
nucleus as a bone cell, a liver cell, pancreatic cell, etc.
Impressive regulatory circuits have been constructed by
those who favour a genetic program view of development
[13,14], but these are not independent of the ‘program-
ming’ that the cells, tissues and organs themselves use
to epigenetically control the genome and the patterns
of gene expression appropriate to each cell and tissue
type in multi-cellular organisms. As I will show later,
the circuits for major biological functions necessarily
include non-genome elements.

That fact already tells us that the genome alone is
far from sufficient. It was Barbara McClintock, who
received the Nobel Prize for her work on jumping
genes, who first described the genome as ‘an organ of
the cell’ [15]. And so it is. DNA sequences do absolutely
nothing until they are triggered to do so by a variety of
transcription factors, which turn genes on and off by
binding to their regulatory sites, and various other
forms of epigenetic control, including methylation of
certain cytosines and interactions with the tails of the
histones that form the protein backbone of the chromo-
somes. All of these, and the cellular, tissue and organ
processes that determine when they are produced and
used, ‘control’ the genome. For further detail on this
issue, the reader is referred to Shapiro’s article on
re-assessing the central dogma [16] and to his book
Evolution: the view from the 21st century [12]. A good
example in practice is the way in which neuroscientists
are investigating what they call electro-transcription
coupling [17], a clear example of downward causation
since it involves the transmission of information from
the neural synapses to the nuclear DNA.

To think that the genome completely determines the
organism is almost as absurd as thinking that the pipes
in a large cathedral organ determine what the organist
plays. Of course, it was the composer who did that in
writing the score, and the organist himself who inter-
prets it. The pipes are his passive instruments until he
brings them to life in a pattern that he imposes on
them, just as multi-cellular organisms use the same
genome to generate all the 200 or so different types of
cell in their bodies by activating different expression
patterns. This metaphor has its limitations. There is
no ‘organist’. The ‘music of life’ plays itself [1], rather
as some musical ensembles perform without a
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conductor. And, of course, the ‘organ’ varies between
individuals in a species. But it is quite a good metaphor.
The pipes of an organ are also ‘formatted’ to enable sub-
sets to be activated together by the various stops,
manuals and couplers. Like the regulatory parts of the
genome, these parts of the organ make it easier to
control, but both, genome and organ, still do nothing
without being activated. The patterns of activation
are just as much part of the ‘program’ as the genome
itself [18].

So, even at the very lowest level of the reductionist
causal chain, we discover a conceptual error. The
protein-coding sequences are templates. They deter-
mine which set of proteins the organism has to play
with, just as a child knows which pieces of Lego or
Meccano she has available for construction. Those
parts of the genome are best regarded as a database.
Even when we add in the regulatory and non-coding
regions, there is no program in the genome in the
sense that the sequences could be parsed in the way in
which we would analyse a computer program to work
out what it is specifying. The reason is that crucial
parts of the program are missing. To illustrate this,
I will use the example of cardiac rhythm to show that
the non-genomic parts are essential.
4. INSIGHTS FROM EXPERIMENTAL AND
MODELLING WORK ON HEART CELLS

Over many years, my research has involved experimental
and computational work on heart cells. I was the first to
analyse the potassium ion channels in heart muscle
[19,20] and to construct a computer model based on the
experimental findings [21,22]. Since that time, a whole
field of heart modelling has developed [23,24].

How do we construct such models? The trail was
blazed by Hodgkin & Huxley [25] in their Nobel prize-
winning work on the nerve impulse. The ion channel
proteins that sit across the cell membrane control its
electrical potential by determining the quantity of
charge that flows across the cell membrane to make
the cell potential become negative or positive. The
gating of these channels is itself in turn controlled by
the cell potential. This is a multi-level loop. The poten-
tial is a cell-level parameter; the ion channel openings
and closings are protein-level parameters. The loop,
originally called the Hodgkin cycle, is absolutely essen-
tial to the rhythm of the heart. Breaking the feedback
(downward causation) between the cell potential and
the gating of the ion channels and cellular rhythm are
abolished. A simple experiment on one of the cardiac
cell models will demonstrate this computationally.

In figure 2 [26], a model of the sinus node (the pace-
maker region of the heart) was run for 1300 ms, during
which time six oscillations were generated. These corre-
spond to six heartbeats at a frequency similar to that of
the heart of a rabbit, the species on which the experimen-
tal data were obtained to construct the model. During
each beat, all the currents flowing through the protein
channels also oscillate in a specific sequence. To simplify
the diagram, only three of those protein channels are
represented here. At 1300 ms, an experiment was
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Figure 2. Computer model of pacemaker rhythm in the heart
[27]. For the first six beats, the model is allowed to run nor-
mally and generates rhythm closely similar to a real cell.
Then the feedback from cell voltage (a) to protein channels
((b) currents in nanoamps) is interrupted by keeping the vol-
tage constant (voltage clamp). All the protein channel
oscillations then cease. They slowly change to steady constant
values. Without the downward causation from the cell
potential, there is no rhythm. Adapted from Noble [1, fig. 3].
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performed on the model. The ‘downward causation’
between the global cell property, the membrane potential
and the voltage-dependent gating of the ion channels was
interrupted. If there were a sub-cellular ‘program’ forcing
the proteins to oscillate, the oscillations would continue.
In fact, however, all oscillations cease and the activity of
each protein relaxes to a steady value, as also happens
experimentally. In this case, therefore, the ‘program’
includes the cell itself and its membrane system. In fact,
we do not need the concept of a separate program here.
The sequence of events, including the feedback between
the cell potential and the activity of the proteins,
simply is cardiac rhythm. It is a property of the inter-
actions between all the components of the system. It
does not even make sense to talk of cardiac rhythm at
the level of proteins and DNA, and it does not make
sense to suppose that there is a separate program that
‘runs’ the rhythm.

Of course, all the proteins involved in cardiac rhythm
are encoded by the genome, but these alone would not
generate rhythm. This is the sense (see above) in which
I maintain that there is not a program for cardiac
rhythm in the genome. The non-genomic structural
elements are also essential. Similar arguments apply,
for example, to circadian rhythm [1,28] and, indeed,
to all functions that require cellular structural inheri-
tance as well as genome inheritance. Indeed, I find it
hard to identify functions that do not involve what
Cavalier-Smith [29,30] has characterized as the mem-
branome. Much of the logic of life lies in its delicate
oily membranes.
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5. GENERALIZATION OF THE ARGUMENT
IN MATHEMATICAL TERMS

We can generalize what is happening here in mathematical
terms. The activity of the ion channels is represented
by differential equations describing the speed and the
direction of the gating processes on each protein. The coef-
ficients in those differential equations are based on
experimental data. One might think that, provided all
the relevant protein mechanisms have been included
in the model and if the experimental data are reliable,
and the equations fit the data well, cardiac rhythm would
automatically ‘emerge’ from those characteristics. It does
not. The reason is very simple and fundamental to any
differential equation model. In addition to the differential
equations you need the initial and boundary conditions.
Those values are just as much a ‘cause’ of the solution (car-
diac rhythm) as are the differential equations. In this case,
the boundary conditions include the cell structure, particu-
larly those of its membranes and compartments. Without
the constraints imposed by the higher level structures,
and by other processes that maintain ionic concentrations,
the rhythm would not occur. If we were to put all the com-
ponents in a Petri dish mixed up in a nutrient solution, the
interactions essential to the function would not exist. They
would lack the spatial organization necessary to do so.

This fact tells us therefore how higher levels in biologi-
cal systems exert their influence over the lower levels.
Each level provides the boundary conditions under
which the processes at lower levels operate. Without
boundary conditions, biological functions would not exist.

The relationships in such models are illustrated in
figure 3. The core of the model is the set of differential
equations describing the kinetics of the components of
the system (e.g. the channel proteins in figure 2). The
initial conditions are represented as being on the same
level since they are the state of the system at the time
at which the simulation begins. The boundary conditions
are represented as being at a higher level since they
represent the influence of their environment on the com-
ponents of the system. So far as the proteins are
concerned, the rest of the cell is part of their environment.

The diagram of figure 1 therefore should look more
like figure 4. There are multiple feedbacks from higher
levels to lower levels in addition to those from lower to
higher levels. In any model of lower level systems, these
form the constraints that would need to be incorporated
into the boundary and initial conditions. As figure 4
indicates, these include triggers of cell signalling (via
hormones and transmitters), control of gene expression
(via transcription factors), epigenetic control (via
methylation and histone marking), and note also that it
is the protein machinery that reads genes—and continu-
ally repairs copying errors and so makes the genome
reliable. To reverse a popular metaphor, that of the self-
ish gene [31], it is the ‘lumbering robot’ that is responsible
for any ‘immortality’ genes may possess!

6. DIFFERENTIAL AND INTEGRAL VIEWS
OF THE RELATIONS BETWEEN
GENOTYPES AND PHENOTYPES

All of this is fundamental and, even, fairly obvious
to integrative physiologists. Physiologists have been
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Figure 3. Many models of biological systems consist of differential equations for the kinetics of each component. These equations
cannot give a solution (the output) without setting the initial conditions (the state of the components at the time at which the
simulation begins) and the boundary conditions. The boundary conditions define what constraints are imposed on the system by
its environment and can therefore be considered as a form of downward causation. This diagram is highly simplified to represent
what we actually solve mathematically. In reality, boundary conditions are also involved in determining initial conditions and the
output parameters can also influence the boundary conditions, while they in turn are also the initial conditions for a further
period of integration of the equations. As with the diagrams (see §§2 and 5) of levels in biological systems, the arrows are not
really unidirectional. The dotted arrows complete the diagram to show that the output contributes to the boundary
conditions (although not uniquely), and determines the initial conditions for the next integration step.
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Figure 4. The completion of figure 1 with various forms of downward causation that regulates lower level components in biological
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all the levels (not shown in this diagram). Adapted from Noble [1, fig. 2]. Causation is, therefore, two-way, although this is not
best represented by making each arrow two-way. A downward form of causation is not a simple reverse form of upward causation.
It is better seen as completing a feedback circuit, as the examples discussed in the text show.
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familiar with the basic ideas on multi-level control ever
since Claude Bernard formulated the concept of control
of the internal environment in his book Introduction à
l’étude de la médecine expérimentale in 1865 [32] and
Walter B. Cannon developed the idea of homeostasis
in Thewisdom of the Body in 1932 [33]. So, how has main-
stream biology tended to ignore it, as has physiology also
with some exceptions, for example Guyton’s modelling of
the circulation [34]? I think the main culprit here has
been neo-Darwinism and particularly the populariza-
tions of this theory as a purely gene-centric view [31].
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The essential idea of gene-centric theories is what I
have called the differential view of the relationships
between genes and phenotypes [35–38]. The idea is essen-
tial in the sense that it excludes alternative theories by
arguing that what matters in evolutionary terms are
changes in the genotype that are reflected in changes in
phenotype. Selection of the phenotype is therefore,
according to this logic, fundamentally equivalent to selec-
tion of particular genes (or, more strictly, gene alleles).
This view might have been appropriate for a time when
genes were regarded as hypothetical entities defined as
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the cause of each phenotype. It is not appropriate for the
current molecular and systems biology-inspired defi-
nition of a gene as a particular DNA sequence,
replicating and being expressed within cellular and
multi-cellular systems. In principle, we can now investi-
gate all the functions that DNA sequence is involved in,
though that goal still remains very ambitious in practice.
We do not have to be restricted to investigating differ-
ences. Anyway, that would be to focus on the tip of the
iceberg. Considering just differences at the genetic level
is as limiting as it would be for mathematics to limit
itself to differential equations without integrating them,
as though the integral sign and what it stands for had
never been invented [37].

The analogy with the mathematics of differential
calculus is strongly revealing. Integration requires knowl-
edge of the initial and boundary conditions in addition to
the differential equations themselves (figure 3). One can
only ignore those by restricting oneself to the differential
equation ‘level’. In a similar way, the neo-Darwinist syn-
thesis tends to ignore downward causation precisely
because such causation requires an integral rather than
a differential view of genetics for its analysis.

Specifically, when neo-Darwinists refer to the ‘genes’
for any particular phenotype on which selection may
act, they are not referring to complete protein-coding
sequences of DNA, they are really referring to differ-
ences between alleles. The ‘gene’ is, therefore, defined
as this inheritable difference in phenotype. It would
not even matter whether this difference is a difference
in DNA or in some other inheritable factor, such as
inherited cytoplasmic changes in Paramecium [39], or
the cytoplasmic influences on development observed
in cross-species cloning of fish [40].

By contrast, the integral view for which I am arguing
does not focus on differences. Instead it asks: what are all
the functions to which the particular DNA sequence
contributes? Indeed, it would not matter whether those
functions are ones that result in a different phenotype.
Through the existence of multiple back-up mechanisms,
many DNA changes, such as knockouts, do not have a
phenotypic effect on their own. As many as 80 per cent
of the knockouts in yeast are normally ‘silent’ in this
way [41]. Their functionality can be revealed only when
the boundary conditions, such as the nutrient environ-
ment, are changed. The analogy that I am drawing
with differential and integral calculus draws its strength
precisely through this dependence on the boundary con-
ditions. A differential equation, on its own, has an infinite
set of solutions until those are narrowed down by the
boundary conditions. Similarly, a difference in DNA
sequence may have a wide variety of possible phenotypic
effects, including no effect at all, until the boundary con-
ditions are set, including the actions of many other genes,
the metabolic and other states of the cell or organism, and
the environment in which the organism exists.
7. A (BIOLOGICAL) THEORY
OF RELATIVITY

I and my colleagues have expressed many of the ideas
briefly outlined here in the form of some principles of
systems biology [1,42–44]. One of those principles is
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that, a priori, there is no privileged level of causation
in biological systems. Determining the level at which a
function is integrated is an empirical question. Cardiac
rhythm is clearly integrated at the level of the pace-
maker sinus node cell, and does not even exist below
that level. The principle can be restated in a more pre-
cise way by saying that the level at which each function
is integrated is at least partly a matter of experimental
discovery. There should be no dogmas when it comes
to causation in biological systems.
8. CONNECTING LEVELS

One way to connect levels in biological simulation can
be derived immediately from figure 3. Since the bound-
ary conditions for integration are set by the higher level,
determining those conditions at that level either by
measurement or by computation can enable them to
be inserted into the equations at the lower level. This
is the way, for example, in which the structural organiz-
ation of the whole heart is used to constrain the
ordinary and partial differential equations describing
the protein channels and the flow of ionic current
through the structure—conduction is faster along a
fibre axis, for example, than across and between
fibres. These kinds of constraints turn out to be very
important in studying cardiac arrhythmias, where the
sequence of events from ordered rhythm to tachycardia
and then to fibrillation is dependent on the high-level
structure [45–52].

A similar approach could be used to simulate other
biological processes such as development. If we had
a sufficiently detailed knowledge of the fertilized egg
cell structure and networks, including particularly the
concentrations and locations of transcription factors
and the relevant epigenetic influences, we could imagine
solving equations for development involving gene
expression patterns determined by both the genome
and its non-DNA regulators. In this case, the various
levels ‘above’ the cell (better viewed as ‘around’ the
cell) would actually develop with the process itself, as it
moves through the various stages, so creating the more
global constraints in interaction with the environment
of the organism. We cannot do that kind of ambitious
computation at the present time, and the reason is
not that we do not know the genome that has been
sequenced. The problem lies at a higher level. We
cannot yet characterize all the relevant concentrations
of transcription factors and epigenetic influences. It is
ignorance of all those forms of downward causation
that is impeding progress. Even defining which parts of
the DNA sequence are transcribed (and so to identify
‘genes’ at the DNA level—and here I would include
sequences that form templates for RNAs as ‘genes’)
requires higher level knowledge. This approach would
naturally take into account the role of cell and tissue
signalling in the generation of organizing principles
involved in embryonic induction, originally identified in
the pioneering work of Spemann & Mangold [53–55].
The existence of such induction is itself an example
of dependence on boundary conditions. The induction
mechanisms emerge as the embryo interacts with its
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environment. Morphogenesis is not entirely hard-wired
into the genome.
9. EMERGENCE AND BOUNDARY
CONDITIONS

Reference to emergence leads me to a fundamental
point about the limits of reductionism. An important
motivation towards reductionism is that of reducing
complexity. The idea is that if a phenomenon is too
complex to understand at level X then go down to
level Y and see, first, whether the interactions at level
Y are easier to understand and theorize about, then,
second, see whether from that understanding one can
automatically understand level X. If indeed all that is
important at level X were to be entirely derivable
from a theory at level Y, then we would have a case of
what I would call ‘weak emergence’, meaning that
descriptions at level X can then be seen to be a kind
of shorthand for a more detailed explanatory analysis
at level Y. ‘Strong emergence’ could then be defined
as cases where this does not work, as we found with
the heart rhythm model described above. They would
be precisely those cases where what would be merely
contingent at level Y is systematic at level X. I am
arguing that, if level Y is the genome, then we already
know that ‘weak emergence’ does not work. There is
‘strong emergence’ because contingency beyond what
is in the genome, i.e. in its environment, also determines
what happens.

This kind of limit to reductionism is not restricted to
biology. Spontaneous symmetry breaking in particle
physics is a comparable case. An infinitesimal change
can determine which way symmetry is broken [56].
How that happens in particular cases is not derivable
from particle theory itself. Biological reductionists
whose motivation is that of reducing biology to physics
need to be aware that physics itself also displays the
kind of limits I am describing here. Nor are these
limits restricted to particle theory.

Connecting levels through setting initial and bound-
ary conditions derived from multi-level work has served
biological computation very well so far. The successes
of the Physiome Project attest the same [23,57]. But
there are two reasons why I think it may not be enough.
10. COMPUTABILITY

The first is the problem of computability.
Consider the heart again. Since the very first super-

computer simulations [58,59] in which cell models were
incorporated into anatomical structures representing
heart tissue and the whole organ [23,60,61], we have con-
tinually pushed up against the limits of computer speed
and memory. Even today, we are only beginning to be
within reach of whole organ simulations of electrical
activity running in real time, i.e. that it should take
only 1 s of computer time to calculate a second of heart
time. Yet, such models represent only a few per cent of
the total number of proteins involved in cardiac function,
although, of course, we hope we have included the most
important ones for the functions we are representing.
And the equations for each component are the simplest
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that can capture the relevant kinetics of ion channel func-
tion. Expanding the models to include most, rather than
a very few, gene products, extending the modelling of
each protein to greater detail, and extending the time
scale beyond a few heartbeats would require orders of
magnitude increases in computing power.

In fact, it is relatively easy to show that complete
bottom-up reconstructions from the level of molecules
to the level of whole organs would require much more
computing power than we are ever likely to have avail-
able, as I have argued in a previous article [37]. In that
article, I began by asking two questions. First, ‘are organ-
isms encoded as molecular descriptions in their genes?’
And, second, ‘by analysing the genome, could we solve
the forward problem of computing the behaviour of the
system from this information, as was implied by the orig-
inal idea of the “genetic program” and the more modern
representation of the genome as the “book of life”?’ (for
a recent statement of these ideas see [62]). The answer
to both questions was ‘no’. The first would have required
that the central dogma of molecular biology should be
correct in excluding control of the genome by its environ-
ment, while the second runs into the problem of
combinatorial explosion. The number of possible inter-
actions between 25 000 genes exceeds the total number
of elementary particles in the whole-known Universe
[63], even when we severely restrict the numbers of gene
products that can interact with each other (see also
[64]). Conceivably, we might gain some speed-up from
incorporating analogue computation to go beyond the
Turing limits [65], but it is still implausible to expect
that increased computer power will provide all we need
or that it is the best way forward [66].
11. SCALE RELATIVITY

The second reason why connecting levels via boundary
conditions may not be enough is that it assumes that
the differential equations themselves remain unchanged
when they form part of a hierarchy of levels. This is
what we would expect in a classical analysis. But is
this necessarily correct?

One of the reasons I introduced this article with some
remarks on the general principle of relativity and its his-
tory of distancing us from unwarranted assumptions
concerning privileged standpoints is that we can ask
the same question about levels and scales. If there is
no privileged level of causation, then why should there
be a privileged scale? This is the question raised by
Laurent Nottale’s theory of scale relativity [67,68]. As
Nottale et al. [69] shows in his recent book, the conse-
quences of applying the relativity principle to scales
are widespread and profound, ranging from understand-
ing the quantum–classical transition in physics to
potential applications in systems biology [70,71].

I will conclude this article, therefore, by describing
what that theory entails, how it relates to the general
theory of biological relativity I have outlined here and
what is the status of such theories now?

The central feature from the viewpoint of biological
modelling can be appreciated by noting that the
equations for structure and for the way in which
elements move and interact in that structure in biology
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necessarily depend on the resolution at which it is rep-
resented. Unless we represent everything at the
molecular level which, as argued above, is impossible
(and fortunately unnecessary as well), the differential
equations should be scale-dependent. As an example,
at the level of cells, the equations may represent
detailed compartmentalization and non-uniformity of
concentrations, and hence include intracellular diffusion
equations, or other ways of representing non-uniformity
[72–74]. At the level of tissues and organs, we often
assume complete mixing (i.e. uniformity) of cellular
concentrations. At that level, we also usually lump
whole groups of cells into grid points where the
equations represent the lumped behaviour at that point.

These are practical reasons why the equations we use
are scale-dependent. The formal theory of scale relativity
goes much further since it proposes that it is theoretically
necessary that the differential equations should be scale-
dependent. It does this by assuming that space–time
itself is continuous but generally non-differentiable,
therefore fractal, not uniform. The distance between
two points, therefore, depends on the scale at which one
is operating and that, in the limit, as dx or dt tend to
zero, the differential is most often not defined. This
does not mean that differential equations cannot be
used, simply that terms corresponding to scale should
be included as an extension of the usual differential
equations as explicit influences of scale on the system.
The derivation of these extension terms can be found in
Auffray & Nottale [70, pp. 93–97] and in Nottale [69,
pp. 73–141].

The idea of fractal space–time may seem strange.
I see it as an extension of the general relativity principle
that space–time is not independent of the objects
themselves found within it, i.e. space–time is not uni-
form. We are now used to this idea in relation to the
structure of the Universe and the way in which, accord-
ing to Einstein’s general relativity, space–time is
distorted by mass and energy to create phenomena
such as gravitational lensing [75,76]. But, it is usually
assumed that, on smaller scales, the classical represen-
tations of space–time are sufficient. It is an open
question whether that is so and whether scale should
be incorporated in explicit terms in the equations we
use in multi-scale models. Remember also that the uti-
lity of a mathematical concept does not depend on how
easily we can visualize the entities involved. We find it
difficult to imagine a number like

p
21, but it has great

utility in mathematical analysis of the real world. We
may need to think the unimaginable in order fully to
understand the multi-scale nature of biology. The con-
cept of scale is, after all, deeply connected to our
conception of space–time.
12. CONCLUSIONS

While I think we can be certain that multi-level causa-
tion with feedbacks between all the levels is an
important feature of biological organisms, the tools we
have to deal with such causation need further develop-
ment. The question is not whether downward causation
of the kind discussed in this article exists, it is rather
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how best to incorporate it into biological theory and
experimentation, and what kind of mathematics needs
to be developed for this work.

This article is based on a presentation of a meeting on Downward
Causation held at the Royal Society in September 2010. I should
like to acknowledge valuable discussion with many of the
participants of that meeting. I also thank Charles Auffray,
Jonathan Bard, Peter Kohl and Laurent Nottale for suggesting
improvements to the manuscript, and the journal referees
for valuable criticism. I acknowledge support from an
EU FP7 grant for the VPH-PreDiCT project. Following
acceptance of this article, my attention was drawn to the
article on downward causation by Michel Bitbol [77]. He
approaches the issue of downward causation from Kantian
and quantum mechanical viewpoints, but I would like to
acknowledge that many of his insights are similar to and
compatible with the views expressed here, particularly on
the role of boundary conditions and the relativistic stance.
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77 Bitbol, M. In press. Downward causation without foun-
dations. Synthese. (doi:10.1007/s11229-010-9723-5)

http://dx.doi.org/10.1098/rspb.1993.0126
http://dx.doi.org/10.1023/A:1011084330767
http://dx.doi.org/10.1023/A:1011084330767
http://dx.doi.org/10.1137/S0036139999359860
http://dx.doi.org/10.1137/S0036139999359860
http://dx.doi.org/10.1098/rstb.2009.0221
http://dx.doi.org/10.1098/rstb.2009.0221
http://dx.doi.org/10.1007/978-3-540-32126-2_4
http://dx.doi.org/10.1126/science.268.5210.545
http://dx.doi.org/10.1126/science.268.5210.545
http://dx.doi.org/10.1016/j.pbiomolbio.2004.06.006
http://dx.doi.org/10.1016/j.pbiomolbio.2007.09.002
http://dx.doi.org/10.1016/j.pbiomolbio.2007.09.001
http://dx.doi.org/10.1529/biophysj.104.049973
http://dx.doi.org/10.1016/j.pbiomolbio.2005.05.014
http://dx.doi.org/10.1529/biophysj.106.089425
http://dx.doi.org/10.1126/science.84.2188.506
http://dx.doi.org/10.1007/s11229-010-9723-5

	A theory of biological relativity: no privileged level of causation
	Introduction
	The hierarchy of levels: ‘up’ and ‘down’ are metaphors
	The central dogma of molecular biology: what does it show?
	Insights from experimental and modelling work on heart cells
	Generalization of the argument in mathematical terms
	Differential and integral views of the relations between genotypes and phenotypes
	A (biological) theory of relativity
	Connecting levels
	Emergence and boundary conditions
	Computability
	Scale relativity
	Conclusions
	This article is based on a presentation of a meeting on Downward Causation held at the Royal Society in September 2010. I should like to acknowledge valuable discussion with many of the participants of that meeting. I also thank Charles Auffray, Jonathan Bard, Peter Kohl and Laurent Nottale for suggesting improvements to the manuscript, and the journal referees for valuable criticism. I acknowledge support from an EU FP7 grant for the VPH-PreDiCT project. Following acceptance of this article, my attention was drawn to the article on downward causation by Michel Bitbol [77]. He approaches the issue of downward causation from Kantian and quantum mechanical viewpoints, but I would like to acknowledge that many of his insights are similar to and compatible with the views expressed here, particularly on the role of boundary conditions and the relativistic stance.
	REFERENCES


