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Perceptual stability requires the integration of information across eye movements. We first tested the hypothesis that motion signals are
integrated by neurons whose receptive fields (RFs) do not move with the eye but stay fixed in the world. Specifically, we measured the RF
properties of neurons in the middle temporal area (MT) of macaques (Macaca mulatta) during the slow phase of optokinetic nystagmus.
Using a novel method to estimate RF locations for both spikes and local field potentials, we found that the location on the retina that
changed spike rates or local field potentials did not change with eye position; RFs moved with the eye. Second, we tested the hypothesis
that neurons link information across eye positions by remapping the retinal location of their RFs to future locations. To test this, we
compared RF locations during leftward and rightward slow phases of optokinetic nystagmus. We found no evidence for remapping
during slow eye movements; the RF location was not affected by eye-movement direction. Together, our results show that RFs of MT
neurons and the aggregate activity reflected in local field potentials are yoked to the eye during slow eye movements. This implies that
individual MT neurons do not integrate sensory information from a single position in the world across eye movements. Future research
will have to determine whether such integration, and the construction of perceptual stability, takes place in the form of a distributed
population code in eye-centered visual cortex or is deferred to downstream areas.

Introduction
Humans perform �100,000 eye movements per day, and with
each eye movement, the physical image of the outside world lands
on a different location on the retina. In early vision, receptive
fields (RFs) are eye centered; if the eye moves 10° to the left, so
does the RF. This implies that the neural representation of the
world in early visual cortex changes with every eye movement.
Despite these changes in incoming information, however, the
visually perceived world is relatively stable.

One way to create this perceptual stability is to construct spa-
tial RFs that are independent of eye position. There is evidence for
such head-centered RFs in the parietal cortex of the macaque
(Duhamel et al., 1997; Galletti et al., 1999) (for review, see Snyder,
2000). These RFs, however, are typically large (often covering
more than one-quarter of the visual field), and they represent
only a small subset of the features known to be represented in
earlier visual areas. It is difficult to see how these parietal neurons
could underlie perceptual stability of elementary visual features

at a fine spatial scale; hence, a search for head-centered mecha-
nisms in earlier visual areas is warranted.

The existence of head-centered mechanisms for the analysis
and integration of motion signals has recently been a topic of
debate. Some human behavioral studies have argued that motion
is integrated by head-centered detectors (Melcher and Morrone,
2003; Ong et al., 2009), whereas others have shown that these
phenomena can be understood using only eye-centered motion
detectors (Morris et al., 2009). Functional imaging of the main
motion processing area in the human brain has also led to con-
flicting results, with one study showing head-centered (d’Avossa
et al., 2007) and another only eye-centered (Gardner et al., 2008)
responses. Our study tests whether RFs in the macaque middle
temporal area (MT) are eye or head centered.

An alternative mechanism for the integration of spatial infor-
mation across eye movements is to transfer information from
neurons that respond to a given location in space before an eye
movement to the neurons that respond to that same location
after the eye movement. For a brief period of time, such neurons
do not code in eye-centered coordinates. This mechanism—
called remapping— has first been observed in the lateral intrapa-
rietal area (LIP) (Duhamel et al., 1992), but others have reported
similar temporary changes in the neural response profile around
saccades in various regions of the brain, including the frontal eye
field (Umeno and Goldberg, 1997), the superior colliculus
(Walker et al., 1995), area V3 (Nakamura and Colby, 2002), and
area V4 (Tolias et al., 2001). Some of the functional reasons to
integrate information across eye movements are the same
whether the eye movements are fast or slow. Moreover, percep-
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tual effects, such as mislocalization of briefly flashed stimuli, oc-
cur not only during fast but also during slow eye movements
(Kaminiarz et al., 2007) and are often presumed to be related to
remapping. For these reasons, we investigated whether a form of
remapping could also be found during slow eye movements.

One previous study has shown indirectly that neurons in area
MT likely encode spatial information in an eye-centered frame of
reference (Krekelberg et al., 2003), but there has been little quan-
titative research that directly addresses this question. Given the
controversy in the literature, we considered it important to map
MT RFs quantitatively and investigate their properties during eye
movements. We determined the RFs of cells in area MT during
fixation and optokinetic nystagmus (OKN): slow pursuit phases
interspersed with fast saccade-like movements in the opposite
direction. To strengthen the link with functional imaging studies,
we not only determined the RFs based on extracellular action
potentials but also the RFs based on local field potentials (LFPs).
Our data clearly show that both RFs, spike based and LFP based,
in area MT are firmly yoked to the eye during the slow phases
of OKN.

Materials and Methods
Subjects
The electrophysiological experiments involved two adult male rhesus
monkeys (Macaca mulatta). Experimental and surgical protocols were
approved for monkey S by The Salk Institute Animal Care and Use Com-
mittee and for monkey N by the Rutgers University Animal Care and Use
Committee. The protocols were in agreement with National Institutes of
Health guidelines for the humane care and use of laboratory animals.

Animal preparation. The surgical procedures and behavioral training
have been described in detail previously (Dobkins and Albright, 1994). In
short, a head post and a recording cylinder were affixed to the skull using
CILUX screws and dental acrylic (monkey S) or titanium screws (mon-
key N). Recording chambers were placed vertically above the anatomical
location of area MT (typically 4 mm posterior to the interaural plane and
17 mm lateral to the midsagittal plane). This allowed access via a dorso-
ventral electrode trajectory. All surgical procedures were conducted un-
der sterile conditions using isoflurane anesthesia.

Recording
Electrophysiology. During a recording session, we penetrated the dura
mater with a guide tube to allow access to the brain. An electric micro-
drive then lowered glass or parylene-C-coated tungsten electrodes (0.7–3
M�; FHC or Alpha Omega Engineering) into area MT through the guide
tube. Single cells were isolated while they were visually stimulated using a
circular motion stimulus (Schoppmann and Hoffmann, 1976; Krekel-
berg, 2008). We recorded the spiking activity either continuously at 25
kHz using Alpha Lab [for monkey N (Alpha Omega Engineering)] or in
800 �s windows triggered by threshold crossings with a Plexon system
[monkey S (Plexon)]. After detecting action potentials, we first used an
automated superparamagnetic clustering algorithm (Quiroga et al., 2004) to
coarsely assign spike wave forms to single units and then fine-tuned cluster-
ing by hand. The Alpha Omega and the Plexon systems sampled the LFP data
continuously at 782 and 1000 Hz, respectively. We filtered all LFP data with
a bandpass filter (low, 1 Hz; high, 120 Hz).

Eye position. We measured the eye-position signal with infrared eye
trackers [120 Hz (ISCAN) or up to 2000 Hz (EyeLink2000; SR Re-
search)]. We identified the fast phases of OKN offline by first detecting
speeds of the eye that crossed a threshold set to 2–3 SDs (depending on
the noise) above the mean speed. To estimate fast phase onset, we then
searched for the first time point before this threshold crossing at which
the speed was higher than the mean speed. We confirmed the accurate de-
tection of the fast phase by visually inspecting a subset of trials. For each slow
phase, we determined the linear fit that best described the eye position as a
function of time. The slope of this line is the gain of the slow phase.

Visual stimuli. The in-house software, Neurostim (http://neurostim.
sourceforge.net), computed and displayed all stimuli on a 20-inch CRT

monitor (Sony GDM-520) 57 cm in front of the eyes. The display covered
40° � 30° of the visual field. Except for a red fixation point, all stimuli
were presented in equal energy white (x � 0.33, y � 0.33, Commission
Internationale de l’Eclairage color space) with intensities ranging from
0.2 to 85 cd/m 2.

Random noise stimulus. The main visual stimulus was a grating com-
posed of randomly positioned, flickering bars (0.5–1° wide) (for three
example frames, see Fig. 1 A). The bars were always oriented vertically on
the screen, thus allowing the mapping of the horizontal extent of the RF.
The luminance value of each bar was independent of all other bars, and a
new bar pattern was shown with a temporal frequency of 60 Hz (monkey
S) or 50 Hz (monkey N). In the case of monkey S, each frame was spatially
low-pass filtered by means of a Gaussian function (average full-width at
half-maximum was 1.0°). Hence, the resulting luminance distribution
was approximately Gaussian for monkey S, whereas it was approximately
uniform for monkey N. For the offline analysis, we reproduced this ran-
dom noise stimulus and centered the luminance distribution on 0, such
that numbers above 0 represent luminance above the mean and numbers
below represent luminance below the mean.

Procedure
A trial started with the presentation of a central red fixation target. Once
the monkey fixated, the random noise stimulus appeared on the screen
for 2.5–3 s. The fixation target stayed on for this period (fixation condi-
tion) or disappeared. In the latter conditions, a black random dot pattern
[dot diameter, 0.3°; dot density, 0.43 dots/(°) 2] was superimposed on the
noise pattern. The random dot pattern induced OKN (Fig. 1 B) by mov-
ing to the left or the right at 10°/s (leftward and rightward OKN condi-
tions, respectively). All three conditions were randomly interleaved and
occurred equally often. The animals received a drop of juice at the end of
the trial for maintaining fixation in a 4° � 3° window (fixation condition)
or for looking at the screen (36° � 28° fixation window, OKN condi-
tions) for the duration of the trial.

Data analysis
Estimation of the linear RF. We determined the best linear approximation
of the complex relationship between the neural response and the stimu-
lus pattern. Formally, we expressed the stimulus pattern ( Y) as a linear
combination of the neural response ( X) plus noise �: Y � X� � �. In this
form, the problem is equivalent to a general linear model (GLM), with Y
being the regressand, X the design matrix, and � a matrix of regression
coefficients. In our case, these coefficients corresponded to the space–
time RF map. Standard GLM methods not only provide the estimate of �
that minimizes the error term but also provide significance values for
each of the coefficients based on F tests.

Specifically, the regressand Y is an N � T matrix representing the
stimulus. N is the number of pixels on the screen (1024). T is the number

Figure 1. The random noise stimulus and a typical optokinetic eye movement. A, Three random
noise patterns, as presented to monkey S. Each monitor frame consisted of one pattern similar to the
ones shown here. B, A typical eye movement during the rightward OKN condition. Once the animal
fixatedacentraldot,theflickeringnoisestimulusappearedonthescreen.Arandom-dotpatternfilling
the entire screen replaced the central fixation dot at the same time, overlaying the flickering stimulus.
This pattern moved with 10°/s and induced the OKN. The graph shows the initial saccade to the
fixationpoint(0°), theonsetofthemovingdotsandtherandomnoisepattern(grayline),andthestart
of the slow phase of OKN followed by the typical saw-tooth pattern of the nystagmus.
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of stimulus frames (typically 25,000 –75,000). We used the eye position,
as measured by the eye tracker, to align the monitor pixel at the fovea
with the center of the matrix. After this alignment, the value Y (512,100),
for instance, is the luminance of the pixel that was directly at the fovea in
the 100th stimulus frame. In other words, the first dimension of the Y
matrix represents stimulus location (in monitor pixels) in eye-centered
coordinates. Stimulus locations beyond the edge of the screen were as-
signed a value of 0.

The design matrix X is a T � M matrix representing the neural data;
each column is a regressor. The first regressor represents the neural data
at 0 delay compared with the stimulus. Each entry in this vector contains
either the number of spikes per stimulus frame (to determine the spike
RF) or the LFP averaged over a stimulus time frame (LFP RF). In the
OKN conditions, we excluded neural signals recorded from 75 ms before
to 150 ms after the onset of the fast phase. The other columns of the
design matrix also contain the neural data vector, but each is shifted by a
temporal offset. For each regressor, this offset is increased by the duration
of one frame. For example, the fourth regressor contains the neural ac-
tivity that occurred three frames, i.e., 50 ms (monkey S) or 60 ms (mon-
key N), after the stimulus frame appeared on the screen. The last
regressor is filled with ones; it is the constant term of the linear model.

Solving the regression model results in a coefficient matrix � with N
columns and M rows. The last row of the coefficient matrix, the intercept,
contains the average of all stimulus frames for each pixel. For an infinite
dataset, this would be 0 (corresponding to the mean of the stimulus
values). This intercept is required for the statistical evaluation of the data
using F tests and plays a role analogous to the whitening procedure
sometimes used in spike-triggered averaging. The next row in � repre-
sents the coefficients that predict the stimulus frames for all 1024 pixels
from neural data recorded at the same time. Each following row contains
the coefficients that establish the linear relationship between the stimulus
and the neural data with a bigger temporal offset. Thus, the coefficient
matrix establishes the linear model that relates the space–time stimulus
to the neural data; we interpret it as the space–time RF map.

For the spike RF—the neural data X contained spike counts per stim-
ulus frame—a high value in the RF map (e.g., at 5° and �50 ms) indicates
that a bright bar 5° to the right of the fovea was typically followed by
spikes 50 ms later (for example, see Fig. 2). The interpretation of the LFP
RF map is similar but with one difference that arises from the fact that—
unlike the spike count—the LFP can be negative. As a result, a high LFP
RF value can be explained two ways. Either a bright bar was often fol-
lowed by a high positive LFP, or a dark bar was often followed by a low
negative LFP. We used the raw LFP signal and not the LFP power
(squared LFP) because the RF maps obtained with the raw LFP yielded
higher significance. This implies that locations on the screen at which a
bright or dark bar consistently changed the LFP power but with a random
phase each time were not included in our definition of the LFP RF.

The GLM analysis provides a significance value per space–time pixel in
the RF map. As a consequence, a simple uncorrected threshold of p �
0.01 would lead to RF maps with, on average, �100 significant pixels
even for neural data consisting entirely of noise (0.01 * 8 * 1024, where 8
is the number of time points, and 1024 is the horizontal number of pixels
in the monitor). We used a bootstrap permutation test to exclude such
type I errors without applying an overly conservative Bonferroni’s cor-
rection. For each neuron and LFP site, we generated a random stimulus
sequence and then calculated the size of the largest cluster of contiguous
space–time pixels in the map. This process was repeated 100 times to
create a null distribution of space–time cluster sizes. We then compared
the cluster size obtained with the actual stimulus to this distribution and
discarded all clusters whose size was less than the 95th percentile of the
null distribution. The remaining pixels are significant at the p � 0.05
level, corrected for multiple comparisons. We excluded cells and LFP
sites if none of the pixels of the fixation RF map passed this threshold; this
removed one LFP site from monkey N and 19 neurons and six LFP sites
for monkey S from our analysis.

We defined the location of the RF as the spatial coordinate of the
centroid of the significant pixels and the size of the RF as the spatial extent
spanned by the significant pixels.

RF reference frames. To determine the reference frame of an RF, we
estimated the RFs at different eye positions. We split the recorded eye
positions during OKN into three blocks with an equal number of time
points: the third of the data where the eyes were directed most leftward,
the third where the eyes were directed most rightward, and the third of
the data in between. The mean of the eye positions in these three blocks
could be different depending on the condition (leftward vs rightward
OKN), or recording day.

We used the corresponding subsets of neural data to fill the design
matrix only with the data recorded at these different eye positions. This
resulted in seven independent RF maps (three for each OKN condition,
one for fixation) and seven corresponding average eye positions.

To determine the relative location of the RFs without making assump-
tions about RF shape, we cross-correlated each of the six independent RF
maps recorded during OKN with the RF map estimated using the fixa-
tion data (Duhamel et al., 1997). The spatial shift at which the cross-
correlation peaked was considered the shift of the RF relative to the
fixation condition. For each of the six RF maps recorded during OKN, we
then calculated the RF location on the screen as the sum of the mean eye
position, the location of the fixation RF, plus the shift of the RF deter-
mined by cross-correlation.

The head-centered RF hypothesis predicts that RF location is indepen-
dent of eye position, whereas the eye-centered hypothesis predicts that
RF location is linearly related to eye position. To test these hypotheses, we
assumed a linear relationship between RF location and mean eye posi-
tion: RF � m * eye � b. We determined the parameters of this equation
by robust linear regression with a bisquare weighting method. The slope
m is a measure of the reference frame; we refer to it as the reference frame
index (RFI). Eye-centered cells have an RFI of 1; head-centered cells have
an RFI of 0. The constant term b is the position of the RF while looking
straight ahead (when eye and screen coordinates are equal). We used the
standard error of the regression (�) as a measure of the goodness of fit.

RF remapping. Receptive fields have been shown to shift their location
around fast eye movements (Duhamel et al., 1992). To investigate
whether RFs shift similarly during the slow phase of OKN, we fixed the
slope m of the linear fit to the value obtained while determining the
reference frame but allowed the offset b to vary independently for
the leftward and rightward slow phase. The offset b is the retinal location
of the RF while the eye is looking straight ahead. If RFs shifted in the
direction of the eye movement, one would expect b to be greater in the
rightward than in the leftward OKN condition. We defined the remap-
ping shift as half the difference between the offsets in the leftward and
rightward OKN conditions. Statistical significance of the remapping shift
was assessed at the population level by performing a sign test. Although it
would be possible to investigate a model in which both b and m could
vary depending on the direction of the eye movement, such a model is
underconstrained given that we have only three data points (i.e., eye
positions) per condition.

We used a Monte Carlo simulation to determine the minimal size of
the remapping shift at which our statistical analysis would reject the null
hypothesis that no shift occurred. We simulated datasets in which a
simulated offset (�) was assumed for both the leftward and rightward
OKN conditions. This � was drawn—separately for each recording—
from a Gaussian distribution with a mean that was systematically varied
from �2° to 2° and an SD equal to the SD of the estimated offset param-
eter b for that recording. We repeated this procedure 1000 times for each
simulated dataset. We defined the upper bound of the remapping shift as
the smallest mean simulated offset for which the sign test rejected the null
hypothesis at the 0.05 significance level in �80% of cases. In other words,
this is the remapping shift at which both type I (false positive) and type II
(false-negative) statistical errors were controlled at conventional levels
(� � 0.05, � � 0.8).

Results
We present data from 76 single neurons and 53 LFP recording
sites in area MT in two right hemispheres of two macaque mon-
keys (monkey N, neurons � 31, LFPs � 23; monkey S, neurons �
45, LFPs � 30). Each trial started with the monkey fixating a
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target in the center; this triggered the start of dynamic noise on
the computer screen, which elicited neural responses that we used
to estimate the RF. The monkeys either fixated throughout the
trial, or they performed OKN induced by a random-dot pattern
moving leftward or rightward.

The average 	 SD fast phase frequencies were 2.5 	 0.2 Hz
(monkey S) and 3.4 	 0.2 Hz (monkey N). In humans, such high
beating frequencies are typically associated with stare nystagmus
(Konen et al., 2005; Knapp et al., 2008). The mean and SD of the
gain of the slow phase was 0.82 	 0.05 (monkey S) and 0.95 	
0.05 (monkey N). A separate behavioral experiment in which
OKN was induced in the presence or absence of the flickering bar
stimulus showed that presence of the full-field flicker did not
affect the slow-phase gain of the OKN significantly (p � 0.15).

First, we present examples of RF maps based on spikes and
LFPs recorded during steady fixation and show how these RF
measures are related. We then turn to the main question: how eye
position and eye movement affect RF locations.

Spike and LFP receptive field estimates
We estimated the RFs with a GLM (see Materials and Methods).
Figure 2 shows two pairs of RF maps for single units and LFPs
recorded simultaneously with the same electrode.

In the spike RF maps, a bright red patch at a specific (x, t)
location indicates that t ms before a high firing rate occurs and a
higher than average luminance is typically seen at retinal position
x. The interpretation of LFP RF is analogous, with the exception
that, unlike spike rates, LFPs can be positive or negative; hence, a
bright red patch can correspond to a higher than average lumi-
nance followed by a high positive LFP, or a lower than average
luminance followed by a very negative LFP. The color maps are
centered on the same value, such that white represents the mean

of the luminance distribution (i.e., no relation between neural
activity and luminance), red represents luminance above the
mean, and blue represents luminance below the mean.

To provide a scale that can be compared across recordings, we
scaled the RF maps to the SD of the luminance distribution out-
side the RF (z-score). At the same time, however, we wanted to
visualize RF structure independently of the degree of statistical
confidence (which depends on the consistency of the neural re-
sponse, as well as the somewhat arbitrary duration of the record-
ing). To achieve this, we allowed the color scale (Fig. 2) to vary
across RF maps. With this convention, numerical (z-score) values
can be compared across RF maps to compare consistency of the
RFs, but colors are defined per map only.

Note that the RF maps for monkey S (Fig. 2, left) appear
smoother than those on the right (monkey N) because the stim-
ulus presented to monkey S was spatially low-pass filtered (see
Materials and Methods).

We quantified the location of the RF as the centroid of all
significant clusters in the RF map. In Figure 2, the spatial com-
ponents of the centroids for the spike RF and the LFP RF were
�2.34° and �3.69° (A, C) and �5.11° and �6.87° (B, D). The
horizontal locations of the spike RF and LFP RF were highly
correlated (Fig. 3). The Pearson’s correlation for monkey S was
r � 0.70 (p � 10�7) and r � 0.49 (p � 0.005) for monkey N.
Similarly, we quantified RF size as the horizontal spatial extent of
all significant clusters. For monkey S, the average 	 SD RF size
was 4.6 	 2.6° for spike RFs and 5.9 	 2.6° for LFP RFs, and the
mean RF sizes for monkey N were 4.7 	 4.1° for spike RFs and
8.1 	 7.4° for LFP RFs. The size of spike RFs and LFP RFs were
not significantly correlated (p � 0.3), and LFP RFs were signifi-
cantly larger than spike RFs (rank-sum test, p � 0.001). Please
note that our one-dimensional stimulus pattern does not allow us
to estimate vertical extent or retinal eccentricity of the RFs, and
thus they are not reported here.

RF reference frames
Figure 4 shows the RF locations of one example neuron (A) and
the simultaneously recorded LFP (B) for seven eye positions (see
Materials and Methods). The relationship between RF location
and eye position was obviously well described by a line with a
slope of 0.95 for the spike RF (A). We refer to this slope as the RFI
(see Materials and Methods). The LFP RF had an RFI of 1.08. A
perfectly eye-centered RF has an RFI of 1 (black dash-dotted
line); a head-centered RF has an RFI of 0 (black dotted line).

A B

C D

Figure 2. Example RF maps. Each of the four images shows a spatiotemporal RF map. The
axes are space (degrees), where 0 indicates the position of the fovea, and time (ms), where 0 is
the time at which the neural data were recorded. The color represents luminance (z scored) and
indicates the strength and sign of the RF. The black borders show the clusters in the space–time
RF map that were significant (bootstrap test; see Materials and Methods). A, The spike RF of a
single cell recorded in monkey S. B, The spike RF of a single cell from monkey N. C, D, The RF of
the LFPs recorded at the same sites as the single cells in A and B, respectively. The black arrows
indicate the estimated positions of the RFs. For a full description, see Results.

Figure 3. RF position correlation. The LFP RF position (vertical axis) is shown as a function of
the spike RF positions (horizontal axis). Gray elements represent RFs from monkey N and black
elements from monkey S. For both monkeys, LFP and spike RF position were significantly
correlated.
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Figure 5 shows the RFIs for the population. To give an indi-
cation of the noise in these RFI estimates, we plot � as a function
of the RFI (with confidence intervals). � is the SE of the regres-
sion, which is a measure of the goodness of fit. It is 0.38° for the
cell in Figure 4A, and 0.29° for the LFP RF in Figure 4B. For both
spike and LFP RFs, the RFIs are near 1. The mean and SD of all
RFIs was 0.92 	 0.50 for spike RFs and 0.97 	 0.50 for LFP RFs.
High RFIs (i.e., eye-centered reference frames) were almost al-
ways found when we had enough data to get a reliable estimate of
the RF (small � and small error bar). For instance, for � � 3°,
79% of spike RFIs and 71% of LFP RFIs lay between 0.8 and 1.2.

RF remapping
Next, we investigated whether there were shifts in RF position
that depended not on eye position but on eye-movement direc-

tion. For instance, one might expect RFs to run ahead of their
retinal location during fixation; this would be analogous to the
predictive remapping that is found before saccades in LIP (Du-
hamel et al., 1992). We fit the RF positions during the two slow
phases independently while keeping the slope of the lines fixed
(see Materials and Methods). The constant term in these linear
fits corresponds to the retinal location of the RF when the eye is
pointing straight ahead. If RFs remapped their location during
slow eye movements, one would expect this retinal RF location to
differ between rightward and leftward slow eye movements.

For the example shown in Figure 6A, the retinal location was
�1.42 	 0.67° during the leftward slow phase, whereas it was
�1.80 	 1.92° for the rightward slow phase (estimate 	 95%
confidence interval). The two positions were not significantly
different. Figure 6B shows the same analysis for the simultane-
ously recorded LFP RFs; again, the eye-movement direction did
not significantly affect the RF location (�3.13° 	 1.01 leftward
slow phase, �3.01° 	 0.31 rightward slow phase). Figure 6 shows
data from the same recording site as in Figure 4.

To provide a population overview, Figure 7 plots the retinal
RF location while looking straight ahead during rightward OKN
as a function of the retinal RF location while looking straight
ahead during leftward OKN. For this overview, we excluded RFs
whose location could only be determined with great uncertainty
(error bars larger than 10°). The average retinal RF location was
shifted 0.04° (Fig. 7A, spike RFs) and 0.38° (Fig. 7B, LFP RFs) in
the direction opposite to the slow phase. None of the distribu-
tions of differences showed a significant shift (all sign tests p �
0.1). Hence, our data do not support the hypothesis that RFs shift
during OKN slow phase. We also used Monte Carlo simulations
to estimate an upper bound to the remapping shift (see Materials
and Methods) and found that our methods would have been
sensitive enough to detect remapping shifts as small as 0.14° for
the spike RFs and 1.00° for the LFP RFs.

Discussion
We mapped receptive fields in macaque MT using well-isolated
single units, as well as aggregate neural activity reflected in the
local field potentials. During slow eye movements induced by a
whole-field moving pattern, these RFs moved with the eye. We

A B

Figure 4. RF reference frame estimation. The seven elements correspond to the seven inde-
pendent pairs of eye position and RF position in screen coordinates (�, leftward slow phase;
�, rightward slow phase; *, fixation). The dash-dotted lines show the prediction of a pure
eye-centered RF (RFI � 1). The dotted lines show the prediction of a head-centered RF (RFI �
0). The solid lines show the linear fit. A, RF location of a spike RF. B, RF location of the LFP RF from
the same electrode (monkey N). These example recordings show receptive fields that clearly
move with the eye.

A B

Figure 5. Population overview of reference frames. A, RFI for all spike RFs (gray, monkey N;
black, monkey S) with a goodness of fit (�) better than 3° (for RFI and �, see Materials and
Methods). The horizontal bars on the data points show the confidence intervals for the esti-
mates of the RFIs. B, RFIs for LFP RFs, same conventions as A. These data show that both spike
and LFP RFs in MT moved with the eye.

A B

Figure 6. Assessment of RF remapping during the slow phase of OKN. The seven elements
correspond to the seven independent eye position/RF position pairs (�, leftward slow phase;
�, rightward slow phase; *, fixation). The lines in each plot correspond to two fits with the
same slope to the rightward slow phase (dashed line) and the leftward slow phase (dotted line).
The offsets of the fitted lines represent the retinal location of the RF when looking straight
ahead. A, RF location based on spikes. B, RF location based on the LFP recorded from the same
electrode (monkey N). The retinal locations of the RFs were not significantly different during
leftward and rightward slow eye movements; there was no evidence for remapping in these
example recordings.
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found no evidence for either head-centered RFs or eye-movement
direction-dependent remapping of RFs.

We first discuss our mapping method, its advantages and lim-
itations, and then the implications of our findings for theories of
perceptual stability.

Mapping method
Random noise RF mapping has been used extensively [e.g., on
retinal ganglion cells (Chichilnisky, 2001) or V1 neurons (Hor-
witz et al., 2005; Rust et al., 2005)], and the data are usually
analyzed with spike-triggered averaging (STA). For an infinite
spike dataset, GLM-based analysis and STA result in the same
linear kernel estimates. For finite datasets, however, STA requires
whitening of the stimulus sample distribution, which the GLM
method does implicitly. Moreover, although significance testing
in STA is usually done with bootstrap methods, the GLM analysis
allows the application of standard F tests. Finally, the main ad-
vantage of the GLM approach arises in the context of the analysis
of LFPs in which unique trigger events (the equivalent of spikes in
spike-triggered averaging) cannot easily be defined. The GLM-
based analysis determines the best linear model that relates (any)
neural activity to the visual stimulus.

Our method was able to quantify either a spike or an LFP RF at
92% of recording sites. Of course, the method fails in the absence
of a response to flickering bars. This, however, is quite rare in MT
(Krekelberg and Albright, 2005). Mapping could also fail during
the OKN conditions because (retinal) motion of the dot pattern
could suppress the response. Because, however, the retinal mo-
tion is rapidly (200 –300 ms) cancelled by the nystagmus whose
gain was near 1, only a slow (�2°/s for monkey S, �0.5°/s for
monkey N) moving retinal motion pattern remains. Given that
most MT neurons prefer higher speeds (Rodman and Albright,
1987), this retinal slip is expected to have only a minimal influ-
ence on the neural response. Additionally, mapping could fail if
the eye movement strongly suppressed the neural response (Chu-
koskie and Movshon, 2009); this implies that a negative result
(absence of a significant RF) should be interpreted with caution.

Given that we were interested in the relationship between
RF location and horizontal eye movements, we used a one-
dimensional stimulus and only mapped the horizontal position
and extent of the RF. Although there is no principled reason

against using a 2D checkerboard to map 2D RFs, we found in
practice that the dimensionality of a 2D full-field stimulus was
too high to allow RF estimation within reasonable experimental
time. Such a 2D method may still be successful on a coarser
spatial scale.

Spike and LFP RFs
We found that the location of spike and LFP RFs were highly
correlated. This is presumably a consequence of the retinotopic
organization of MT; nearby neurons have similar retinal RF lo-
cations, and hence the aggregate neural activity of these neurons
reflected in the LFP should have a similar RF, too.

Our results, however, also showed that the size of the LFP RF
was a much more variable quantity (no correlation with the spike
RF and a larger SD in monkey N but not in monkey S). In part,
this may be attributable to the fact that the receptive fields of
monkey N were closer to the boundary of the monitor, which
may have affected our ability to map their full extent (Fig. 3). In
addition, however, these differences may be attributed to a num-
ber of neural and experimental factors that are known to influ-
ence the range of spatial integration in the LFP. For instance,
although an action potential— once it is detected—is indepen-
dent of the impedance of the recording electrode, low-impedance
electrodes accumulate more lower-frequency LFPs, and these are
expected to integrate electrical activity over a larger radius (Bé-
dard et al., 2004). This problem is exacerbated by the dependence
of the spatial spread of the LFP on the cortical layer (Murthy and
Fetz, 1996). Hence, properties of neural populations based on
LFP recordings can be obscured by the unknown range of spatial
integration. This uncertainty, however, did not impact our par-
ticular question, because even the larger LFP RFs in monkey N
were eye and not head centered (Fig. 5).

Mixed reference frames
Previous work has shown that mixed reference frames—RFs that
partially move with the eye—are prevalent in the ventral intrapa-
rietal (VIP) area (Duhamel et al., 1997; Avillac et al., 2005;
Schlack et al., 2005). Moreover, theoretical studies have shown
that mixed reference frames are useful as part of a neural network
for the optimal combination of multiple sources of sensory infor-
mation (Deneve et al., 2001).

In our analysis, an RFI that is neither 0 (head-centered) nor 1
(eye-centered) corresponds to a mixed reference frame. The
mean RFI for spike RFs (0.95) was not significantly different from
1, but the 0.81 mean RFI for LFP RFs was. Moreover, some indi-
vidual RFIs were significantly below 1 (see confidence intervals in
Fig. 5A,B). Taken at face value, this implies that MT coded in a
mixed reference frame, albeit one that was strongly biased toward
eye centered. We note, however, that these apparent mixed ref-
erence frames could be artifactual. For instance, a bias in the
position signal of the video eye tracker could lead to RFIs � 1.
Such a bias was indeed observed in the data obtained with the
lower-resolution video tracker used in monkey S. The oblique
angle of the camera led to a presumably artifactual change in
pupil size with eye position, which caused a minor (�10%) over-
estimation of eye position. This is consistent with an underesti-
mation of the RFI. Similarly, the inability to map responses
beyond the physical boundaries of the screen introduces a bias
toward central screen positions, which our analysis would inter-
pret as an RF that does not quite follow the eye. This effect in-
creases for peripheral RFs and thus mainly affects the RFIs for the
more eccentric receptive fields recorded in monkey N (Fig. 3).

A B

Figure 7. Population overview of the (absence of) remapping. Error bars represent confi-
dence intervals. Gray elements represent monkey N and black elements monkey S. A, The retinal
RF position during rightward eye movements (vertical axis) compared with RF position during
leftward eye movements (horizontal axis) for spike RFs. B, LFP RFs in the same format as A. For
clarity, we excluded data in which the confidence intervals of the RF position estimates were
bigger than 10°. These data show that the RF positions did not depend on the direction of the
slow eye movement. Hence, MT RFs are not remapped during the following phase of OKN.
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Perceptual stability
There is a clear discrepancy between our findings of eye-centered
RFs in MT, with the head-centered RFs in human MT reported by
d’Avossa et al. (2007). Given the significant functional and ana-
tomical similarities between macaque MT and human MT
(Orban et al., 2004), this is not likely to be a species difference.
Moreover, the large discrepancy is also unlikely to be explained
by methodological differences, especially because we not only
mapped the RFs of single units but also those of the LFPs, which
are known to be more closely related to the BOLD signal (Logo-
thetis et al., 2001; Viswanathan and Freeman, 2007) (but see Nir
et al., 2008).

In recent work, Burr and Morrone (2011) have argued that
head-centered representations in MT arise only under conditions
of spread attention, and not while the subject is performing a
demanding task at fixation. This could explain the discrepancy
between d’Avossa et al. (2007) and Gardner et al. (2008). In our
study, we did not explicitly control the monkeys’ allocation of
attention, but the typically high fast-phase frequency is consistent
with stare nystagmus, which is a reflexive eye movement that does
not involve the tracking of an individual dot. Under these condi-
tions, attention is likely spread across the screen and unlikely to
be highly focused at the fovea. Nevertheless, receptive fields
moved with the eye. Moreover, the recent study by Ong and
Bisley (2011) mimicked the fixation paradigm of d’Avossa et al.
(2007) and also reported eye-centered RFs in macaque MT. Al-
though we believe this suggests that spread attention may not be
enough to explain head-centered representations in area MT, a
study in which attention is carefully controlled is needed to fully
address this possibility.

RF remapping and mislocalization
An inability to properly match the old image on the retina to the
current one during or after an eye movement may explain the
temporary cracks in perceptual stability that occur for briefly
presented targets around the time of a saccade (Honda, 1989;
Ross et al., 1997; Lappe et al., 2000). Many researchers have con-
nected these localization errors to perisaccadic remapping in
visual areas (for review, see Wurtz, 2008). Similar kinds of behav-
ioral mislocalization, however, also occur during smooth eye
movements [smooth pursuit (van Beers et al., 2001; Konigs and
Bremmer, 2010), OKN (Kaminiarz et al., 2007), and optokinetic
afternystagmus (Kaminiarz et al., 2008)]. This led us to investi-
gate whether remapping also occurs during smooth eye move-
ments. When the eyes move with 10°/s, then a neuron, which
anticipates the stimulus location by 50 ms, would shift its RF 0.5°.
Our data, however, failed to find support for a shift of the RF
location during the slow phase of the OKN. Moreover, our Monte
Carlo simulations show that our methods were sensitive enough
to detect shifts as small as 0.14°.

Of course, this could simply mean that the behavioral phe-
nomenon of mislocalization, which is larger than 1° during the
slow phase of OKN (Kaminiarz et al., 2007), is not based on
neural activity in MT. However, this finding also led us to recon-
sider the hypothesized relationship between RF shifts and mislo-
calization. Let us assume that, just before a rightward saccade, a
neuron that normally responds to foveal stimulation, responds to
stimuli 10° to the right of the fovea. If the message of this neuron
to the rest of the brain stays constant (i.e., assuming a labeled line
code), then it signals the presence of a foveal stimulus when a
flash is presented 10° to the right of the fovea just before a right-
ward saccade. In other words, this predicts that mislocalization
would be against the direction of the saccade, which is contrary to

most of the behavioral evidence (Honda, 1989). This contradic-
tion can be resolved by assuming a more complex code for retinal
position (Krekelberg et al., 2003) that does not rely on labeled line
codes, which may not be useful beyond the peripheral sensory
system (Krekelberg et al., 2006). An alternative or possibly com-
plementary source of the behavioral mislocalization is an error in
eye-position signals. In this view, perisaccadic stimuli are mislo-
calized not because the retinal position is incorrectly represented
but because the subjects use incorrect information on the posi-
tion of the eye (Honda, 1991; Dassonville et al., 1992). Recent
evidence shows that perisaccadic errors in eye-position signals in
macaque MT, medial superior temporal area MST, VIP, and LIP
are consistent with this hypothesis (Morris et al., 2010). Whether
similar errors in eye-position signals could also explain mis-
localization during smooth eye movements is a target for fu-
ture studies.
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