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Two classes of phages yield profoundly different levels of recovery in mice experimentally infected with an Escherichia coli O18:
K1:H7 strain. Phages requiring the K1 capsule for infection (K1-dep) rescue virtually all infected mice, whereas phages not re-
quiring the capsule (K1-ind) rescue modest numbers (�30%). To rescue infected mice, K1-ind phages require at least a 106-fold-
higher inoculum than K1-dep phages. Yet their in vivo growth dynamics are only modestly inferior to those of K1-dep phages,
and competition between the two phage types in the same mouse reveals only a slight growth advantage for the K1-dep phage.
The in vivo growth rate seems unlikely to be the primary determinant of phage therapy success. An alternative explanation is
that the success of K1-dep phages is due substantially to their proteomic composition. They encode an enzyme that degrades the
K1 capsule, which has been shown in other work to be sufficient to cure infection in the complete absence of phages.

The use of phages to treat bacterial infections, phage therapy,
has a long but checkered history. Following initial popularity

in the 1930s and 1940s, it was displaced in Western medicine by
now-conventional antibiotics (2, 3, 9, 10, 12, 13, 18, 25, 26, 29,
32–36). Yet phage therapy, in our modern era of widespread bac-
terial resistance to antibiotics, is enjoying renewed interest as a
possible alternative treatment. One of the chief scientific hurdles
to its widespread acceptance and application is a lack of common
principles that underlie phage therapy success: what attributes of a
phage render it therapeutically useful? Empirically chosen cock-
tails of phages, often ill defined, have been used in various therapy
procedures. Phase I human safety trials have been conducted us-
ing genome-sequenced but otherwise usually largely uncharacter-
ized phages for Escherichia coli, Pseudomonas aeruginosa, and
Staphylococcus aureus infections (4, 19, 27, 37). Trials have used
between one and eight phages (4, 19, 27, 37). Removing empiri-
cism from phage therapy would go a long way toward making it a
standard treatment for disease.

Possibly the most obvious realm for predicting phage therapy
success is population biology—the dynamics of phage growth in
bacterial populations in the infected host. It seems obvious that
phage therapy success should be directly connected to how well
the phage grows: a rapidly growing phage should kill far more
bacteria than one that grows slowly, all else being equal (7, 14, 15,
22, 23). Use of such a principle could lead to the rapid identifica-
tion and isolation of therapeutically efficacious phages, reducing
substantial in vivo experimentation and the morbidity and per-
haps mortality associated with testing a large set of phages to find
a few good ones. As one such example, the growth rates of phages
tested on bacteria incubated in serum correlated with success of
those phages in treating mouse infections (6, 8).

The purpose of the current study was to evaluate the in vivo
phage growth rate as a quantitative predictor of treatment success.
Our model system was phage treatment of an artificial, otherwise
lethal E. coli infection of mice. It has been known since the pio-
neering work of Smith and Huggins (31) that treatment success in
this system correlates strongly with whether the phage requires the
bacterial K1 capsule for infection: phages requiring the capsule
rescue nearly 100% of mice when administered at high doses,

whereas phages not requiring the capsule rescue only �30% of the
mice (31). It now appears that the critical molecular distinction
between the two classes of phages is an endosialidase domain on
the tail spike of capsule-requiring phages; capsule-independent
phages encode a domain that degrades O antigen (8). What re-
mains unclear is whether the endosialidase yields therapeutic suc-
cess by enhancing phage growth in vivo or by another mechanism.

The work reported here evaluates correlates of treatment suc-
cess from a quantitative dynamics perspective. Using the Smith-
Huggins model of mice infected with E. coli O18:K1:H7, we con-
sidered three questions. What is the minimum treatment dose
(MTD) for success of each phage type? Does the in vivo growth
rate of each phage reflect its MTD? If a mixture of “good” and
“bad” phages is coinoculated, does the good outgrow the bad
phage in proportion to the MTDs? Affirmative answers to the last
two questions would simplify isolation of the most beneficial
phages.

MATERIALS AND METHODS
Strains. The bacteria CAB1 (E. coli O18:K1:H7) and CAB281 (a transduc-
tional chimera of CAB1 and E. coli K-12 that lacks the K1 capsule) were
used (6). Phages were designated K1-ind or K1-dep, according to whether
they require the K1 capsule for infection; K1-ind phages can infect
CAB281, whereas K1-dep phages cannot. Three K1-ind phages were used
here: K1-ind1, K1-ind2, and K1-ind3 (8). The four K1-dep phages used
were K1H, K1G (8), K1E (11), and K1-5 (28). All K1-ind phages plus K1H
and K1G are members of the Siphoviridae (GenBank accession no.
GU196277 to GU196281); K1E and K1-5 are members of the Podviridae.
Genome sizes of all phages lie between 41.5 and 45.5 kbp. All seven phages
are lytic.
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In prior work, in vitro growth rates of these K1-dep phages measured
on CAB1 in serum ranged from �15 to 20 doublings/h; growth rates of the
K1-ind phages ranged from �7 to 10 doublings/h (8). Growth rates on
CAB1 in broth were moderately higher for both types of phages. The burst
size, latent period, and adsorption rate were obtained for one of the K1-
ind phages (when grown on CAB1 in serum) but were not pursued sys-
tematically when it was realized that most phage attachments apparently
do not lead to infections (8).

In vitro assays. Some in vivo assays required determining the frequen-
cies of K1-dep phages and K1-ind phages in a mixed population. These
assays involved plating the mixed population to obtain isolated plaques,
followed by diagnosing the type of each plaque. Initial platings were on LB
agar (10 g NaCl, 10 g Bacto tryptone, 5 g Bacto yeast extract, and 15 g Bacto
agar per liter) using CAB1 suspended in overlays of 3 ml soft agar (7 g/liter
Bacto agar). CAB1 plates both types of phages. To determine the K1-dep
or K1-ind status of individual plaques on CAB1, isolated plaques were
then stabbed with a sterile toothpick onto CAB281, which supports
growth only of K1-ind phages.

In vivo assays. Mouse work conformed to NIH guidelines and Uni-
versity of Texas IACUC protocol approval (2010-00012). Mice were 4- to
6-week-old females, NIH Swiss outbred (Hsd:NIHS mice; Harlan Labo-
ratories Inc.). All mouse assays involved the inoculation of approximately
(2 to 3) � 108 CAB1 bacteria into the posterior thigh. Inoculation vol-
umes were 40 to 50 �l per thigh.

For some assays, the phages were mixed with cells before inoculation.
With this design, the initial dynamics of infection are simplified and ac-
celerated, avoiding unknown stochastic elements in phage loss and delay
as phage migrate to the contralateral side and encounter bacteria. One
implementation of this design was to estimate minimum treatment doses
(MTDs), the lowest inoculum size needed to rescue 50% of mice with a
particular phage; a broad range of phage doses was used in some of these
tests. The other utilization of mixing cells and phages was to estimate
growth rates of individual phages over short treatment times (3 or 6 h)
from an inoculum of 100 phages (PFU).

Other assays administered mixtures of phages into individual mice;
for these assays, phages and cells were inoculated into opposite thighs. The
combined phage dose in these assays was approximately 106 PFU per
mouse (range of 3 � 105 to 5 � 106).

Infected mice were monitored at least every 12 h; mice in rescue stud-
ies either died between observation times or were euthanized when they
demonstrated signs of being moribund. For assays of phage titers at fixed
times, mice were euthanized at scheduled times, the appropriate tissues
were homogenized in buffer, and supernatants were plated on the appro-
priate host.

Modeling the phage growth rate. In vivo phage growth was treated as
an exponential (geometric) process:

xt � x0(Gx)
t (1)

where xt is the phage density at time t (in hours) and Gx is the hourly
growth rate of the phage in vivo, the net growth accounting for phage loss
as well as phage burst. This model is readily extended to the relative
growths of two phages (densities x and y):
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This two-phage model was used for comparisons of two phage types,
either in the same host or between separate hosts. Although x and y are
formally densities (e.g., phage/ml), ratios of phage types can be deter-
mined empirically from the proportions of each type of phage without

knowing the phage density per se. Thus, if p is the proportion of phage type
X and 1 � p is the proportion of type Y in a suspension [p � x/(x � y) and
1 � p � y/(x � y)], then x/y � p/(1 � p).

This model is clearly simplistic. A more accurate model of phage dy-
namics would consider cell and phage codynamics (14, 15, 22, 23). Yet this
simple model suits our purpose, because it is intuitively tractable and
provides insight at a level that might be applied broadly. If the true rela-
tionship between dynamics and treatment success is heavily detail spe-
cific, then it will be difficult to identify and apply generalities to phage
therapy broadly. We do not assert that this simple model is accurate;
rather, we ask if it is sufficiently adequate to be useful. Even so, one caveat
is worth noting. The phage growth rate necessarily depends on bacterial
density. Cell density is constant between mice at the outset in the experi-
mental system, so density can be neglected during early phases of treat-
ment as long as the bacteria outnumber the phage. However, this growth
rate model will not apply once the infection comes under control.

RESULTS
Basics. Mice were inoculated in a thigh with �2 � 108 to 3 � 108

cells of CAB1, generally following the method of Smith and Hug-
gins (31). Untreated, the infection is nearly always lethal within 48
h and sometimes within 24 h. The phages used here are all lytic and
are distinguished by whether they require the bacterial K1 capsule;
phages requiring the capsule are referred to as K1 dependent (K1-
dep), while the others are K1 independent (K1-ind). Prior to this
study, only 2 in this set of 7 phages were tested for efficacy in
mouse infections (8), although the inference from the work of
Smith and Huggins (31) is that all four K1-dep phages would be
highly effective and that all three K1-ind phages would be poor.

Minimum treatment doses vary by 6 orders of magnitude.
High levels of mouse recovery were obtained with very low doses
of all K1-dep phages (e.g., often less than 100 phages per mouse)
(Fig. 1). In striking contrast, mice were not rescued with doses of
up to 107 and 108 K1-ind phages. For the most extreme K1-ind
doses, the number of phages inoculated was only a few fold less
than the number of bacteria inoculated, yet the mouse generally
died.

An approximate assignment of the minimum treatment dose
(MTD) is 100 for the K1-dep phages and 108 for the K1-ind
phages, with a 106-fold difference. This difference is conservative
for at least some combinations: all four mice treated with K1H
recovered with an input dose of 25 phages or less, and four mice
died when treated with at least 1.4 � 108 K1-ind2 phages; the
MTD difference in this case is minimally 5.6 � 106-fold, since the
actual MTDs lie outside the doses tested. (The difference in sur-
vival of 4/4 versus 0/4 is statistically significant at P values of �0.03
using a 2-tailed Fisher exact test.) Our MTDs for K1-dep phages
are somewhat lower than that reported by Smith and Huggins (31)
for a single K1-dep phage, but that study inoculated phages and
cells into separate legs, so a lower MTD is to be expected with our
design. Our MTDs for K1-ind phages are also broadly consistent
with the work of Smith and Huggins, in which 3 � 108 phages
inoculated into the contralateral leg typically rescued fewer than
half the mice and sometimes rescued none.

If phage therapy success is determined solely by in vivo phage
growth, it must be that K1-ind phage growth is almost as slow as cell
growth if mice do not recover when inoculated with only a few fold
fewer phages than cells. Furthermore, the MTD comparison indicates
that K1-dep phages must grow much faster than K1-ind phages.

K1-ind phages grow rapidly in vivo, much faster than cells.
Smith and Huggins (31) reported the quantitative dynamics of
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phage growth in mice but only for a K1-dep phage. They suggested
that K1-ind phages grew poorly in culture, but since their rela-
tively poor performance in rescuing mice was not a major focus of
the study, K1-ind in vivo dynamics were reported only qualita-
tively and for just one K1-ind phage. They indicated that this
phage failed to reach high densities early in the infection; even
later in the infection, it never reached densities much higher than

those of the bacterium. One question, therefore, is whether
growth of K1-ind phages is slow enough to explain why the MTD
is possibly as high as the number of cells inoculated.

Total phage counts were obtained from the inoculated leg for
two K1-ind phages at 6 h after inoculation and for one of those
phages 3 h after inoculation (Fig. 2). The 6-h means of total phage
counts in the infected leg exceeded 9 � 109 for both phages; the
3-h mean was 30-fold less. Approximately 100 phages were in-
jected into the thigh, so amplifications were almost 8 logs after 6 h
and 6.5 logs at 3 h. Based on the 6-h values, the phages were
increasing at 20-fold per hour; based on the 3-h value, the increase
was 150-fold per hour. There was thus a slowdown in growth of
the phages between 3 and 6 h, possibly due either to exhaustion of
the cell population or to a change in the state of the cells (6).

By either the 6-h or 3-h growth rate measure, K1-ind phages
grew much faster than cells. Smith and Huggins (31) reported that
cell density in the inoculated leg increased 2 logs over 8 h, whereas
our K1-ind phages increased 6 logs in 3 h and increased another 2
logs in the following 3 h. If survival was based solely on phages
outnumbering cells, the K1-ind phages should have overwhelmed
cells rapidly at many of the doses tested. Yet mice died, except for
K1-ind1 at some doses exceeding 1 � 108. This analysis therefore
suggests that K1-ind phages grow too fast to explain their poor
treatment success.

Only modest superiority of K1-dep phages across single-
phage treatments. If therapy success depends solely on phage
concentrations, then K1-dep phages must grow more rapidly than
K1-ind phages because of the large difference in MTD values.
Specifically, K1-dep density must increase fast enough to exceed
K1-ind density soon after inoculation, even when the K1-ind in-
oculum has a millionfold excess. Figure 2 includes both types of
phages and thus enables a comparison of their in vivo growth rates.
We may use equation 1 to calculate in vivo growth rates and then
use equation 2 to examine how long it would take a K1-dep phage
inoculated at 100 phages per mouse to attain the same titer as a
K1-ind phage inoculated at 108 phages per mouse. Applying this
method to K1H versus K1-ind2 using the 6-h growth rates, we
found that 44 h would be required for the K1-dep phage density to
merely catch up to the K1-ind phage density. The growth rates
from 3 h suggest the K1-dep phage could overtake the K1-ind
phage in 18 to 26 h (assuming that the K1-dep phage at 3 h has

FIG 1 Mouse recovery per dose of phages inoculated. Phages and �2 � 108 to
3 � 108 CAB1 bacteria were mixed and, within 2 min, injected into the left
thigh. Recovery was monitored for 5 days. For each panel, the horizontal axis
scale is the log10 phage dose, and the vertical axis gives the number of mice
rescued from the infection (black bars above the axis) or not rescued (gray bars
below the axis). Phages are named at the top of each panel. The top 4 panels are
K1-dep; the bottom 3 are K1-ind phages. Mice represented within a single bar,
as defined by its position along the horizontal axis, were inoculated at the same
time.

FIG 2 In vivo growth of phages in separate infections. Left thighs of mice were
inoculated with (�2 to 3) � 108 cells of CAB1 mixed with �100 phage (PFU).
Six hours after infection (black circles) or 3 h after infection (gray circles), a
total phage count was made from the left leg. K1H and K1G are K1-dep phages.
Three replicates were performed for the 6-h times except for K1-ind2 (six) and
K1G (two), and four replicates were performed for the 3-h times.
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either a 10-fold-higher density or a 5-fold-higher density than the
K1-ind phage). Yet despite this superior growth rate, the data
suggest that the superiority of K1-dep phages is manifest in the
first 3 h but not from 3 to 6 h, since the relative difference in
densities has not increased after 3 h. Thus, K1-dep phages do have
a modestly superior growth rate in vivo under some conditions,
but this advantage is not easily interpreted as supporting a model
in which therapy success is strictly a function of the in vivo titer or
growth rate, regardless of phage type.

Only modest superiority of K1-dep phages during in vivo
competitions. A third test of whether phage success depends on
the growth rate is provided by coinoculated mixtures of “good”
and “bad” phages. Changes in frequencies during treatment indi-
cate relative differences in growth rates. Growth rates measured
separately (as described in the previous section) should match
relative growth rates measured in competitions if both assays cap-
ture the same basic principles of phage therapy. If growth rates
measured for individual phages are fundamentally flawed in some
way. as might be suggested from their failure to match MTD dif-
ferences, the competitions provide an independent means of ex-
posing any such error and would then show that phages with low
MTDs vastly outpace phages with high MTDs during treatment of
the same mouse.

From the perspective of common treatment practices, our de-
sign for competitions was more realistic than was the design of
separate assays: the treatment period was 48 h, phages were inoc-
ulated into the contralateral thigh from cells, and a larger phage
dose was used. Relative to K1-ind phages, the K1-dep phage in-
creases in concentration (measured as the ratio on the left side of
equation 3) were 5.3 � 1.4, 3.5 � 2.4, and 1.3 � 0.12 (for K1H
versus K1-ind1, K1G versus K1-ind1, and K1G versus K1-ind2,
respectively). None of these means differs significantly from 1.0 (a
value of 1.0 would apply if there was no difference in growth rates
between the two phages).

The competition protocols are not quantitatively comparable
to the separate growth protocols chiefly because it is unknown
how long the in vivo bacterial populations will support rapid
phage growth. Thus, we do not know whether phage growth dur-
ing a 48-h competition reaches stationarity in 3 h, 6 h, 10 h, or
some other interval. It is nonetheless interesting to compare the
K1-dep increases observed in the competitions with that calcu-
lated for 6 h using growth rates from the separate assays. The 6-h
values calculated from separate infections— 6.6, 3.8, and 4.8, re-
spectively—were remarkably similar to the competition values.
Therefore, all three growth rate assays were consistent in showing
that K1-ind phages grew far better than they should have based on
their high MTDs.

DISCUSSION

Phage therapy is an old idea being investigated anew in the West,
motivated by the accelerating incidence of drug-resistant bacteria.
The concept of phage therapy seems infallible: viruses that evolved
to kill bacteria in nature should be able to kill those bacteria in our
bodies and should even be able to keep pace with bacterial evolu-
tion of resistance. The science behind phage therapy is still in its
early stages, however, and general principles that determine treat-
ment success and failure are hard to identify. Perhaps the most
oft-assumed principle is that the rate at which phages kill bacteria
is critical to success; the principle underlies all theoretical endeav-

ors into phage therapy (7, 14, 15, 22, 23) and several experimental
ones (9, 13, 17, 20, 30, 31).

Although it may be broadly true that, for any particular phage
being used in treatment, higher numbers of phages will enhance
treatment success over that with lesser numbers, it remains to be
seen whether the same principle operates across different pha-
ges—that treatment efficacy of one phage compared to another’s
correlates with the density each phage attains in an infection. If
such a principle could be established, it would greatly facilitate and
expedite the discovery of efficacious phages and reduce experi-
mentation. Evaluation of this (or any other) principle requires a
set of phages differing in efficacies for the same infection.

Smith and Huggins (31) discovered that two classes of phages
were differentially effective in treating mice receiving an artificial
infection of E. coli O18:K1:H7. Treatment with phages requiring
the K1 capsule for infection led to recovery in 90% to 100% of
mice, whereas treatment with phages not requiring the capsule
was effective in close to 30%; nearly all mice receiving no treat-
ment died. The dynamical basis of this difference between the two
types of phages was not reported in detail. Both phages formed
plaques on the bacterium, but K1-ind phages were reported to
have been poor at lysing cultures in vitro; the description of in vivo
studies using one K1-ind phage suggested that it had a poor
growth rate in the mouse, but numbers were not provided (see p.
314 of reference 31). Thus, there was a clear suggestion from that
study that the poor treatment efficacy of K1-ind phages was due to
their poor growth but there was no basis for a quantitative com-
parison of the two types of phages.

Bull et al. in 2002 (6) and more extensively in 2010 (8) showed
that K1-ind phages were not universally inferior at growth in vitro
if the medium was broth, but they were inferior when the medium
was serum, a surrogate in vitro medium for a systemic infection in
vivo. This observation raised the possibility that in vivo growth was
the primary determinant of treatment success. The latter study
also revealed that the molecular distinction between K1-dep and
K1-ind phages likely resided in the enzymatic domain of the tail
spike protein: 4 of 4 K1-dep phages had a sialidase domain, while
3 of 3 K1-ind phages did not (they instead had an enzyme that
degrades an O antigen). Remarkably, except for tailspike, the three
K1-ind and two K1-dep phage genomes were almost identical, and
the gene order was totally conserved. Furthermore, adding free
sialidase to a serum culture of a K1-ind phage raised its growth
rate to that of a K1-ind phage. There was thus a feasible causal
connection between the K1-dep phenotype and its superior
growth rate in the pseudo-in vivo environment.

The present study attempted to evaluate the growth rate model
quantitatively in vivo. Mouse recovery curves were evaluated for
seven different phages, four K1-dep wild isolates and three K1-ind
wild isolates. The wild K1-dep phages were able to rescue mice
consistently with inocula of as few as 100 (some as low as 20)
particles; K1-ind phages failed with up to 108 phages in the inoc-
ulum. These results led naturally to the minimum treatment dose
(MTD) as a measure of phage success. Exact MTDs were not de-
termined, but it was established that the MTDs of some K1-ind
phages were at least 106-fold higher than those for some wild K1-
dep phages.

We considered whether the high MTDs of K1-ind phages were
due to correspondingly lower in vivo growth rates, both on an
absolute scale and also relative to those of K1-dep phages. The
general findings were that in vivo growth rates of K1-ind phages
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were higher than would be expected from their MTDs. K1-ind
growth was far above that of the cells, so an initial high dose of
those phages should have had no problem in outgrowing cells and
thus in rescuing the mouse. When they were the only phage used
in treatment, their titers after 6 h were only �5-fold lower than
those of the K1-dep phages (5- to 10-fold lower after 3 h). When a
K1-ind phage was competed with a K1-dep phage in the same
mouse, the two grew almost equally well. Growth rates in mixed
competitions need not mirror growth rates observed separately
because of strong interactions (e.g., see reference 1), but here the
two methods gave indistinguishable results. Collectively, the re-
sults offer little support for a model in which the poor therapeutic
success of K1-ind phages is due primarily to poor growth in vivo.

Our conclusion might thus appear to be somewhat at odds
with the preliminary assessment of Smith and Huggins (31), but a
quantitative comparison with that study is not possible. We did
observe slower growth in vivo of K1-ind phages than of K1-dep
phages (as did they), and in any case, their in vivo test was limited
to a single K1-ind phage that may have had growth characteristics
different from those of ours. The fact that a K1-ind phage grows at
least moderately well in vivo, as observed here, suggests that phage
therapy success involves more than just phage growth to a high
density. If the profound difference in treatment success observed
between K1-dep and K1-ind phages is due solely to the modest
difference in growth dynamics observed here, it will indeed be
difficult to apply a priori criteria to choose the best phages for
treatment.

An alternative to the MTD model can be inferred from the
work of Mushtaq et al. (21), who showed that the sialidase enzyme
alone can cure the infection (in rats)—phages were not needed at
all. The likely mechanism is that sialidase stripped the bacteria of
their capsule, enabling the immune system to clear the infection.
This result raises the possibility that phage killing per se is not the
basis of K1-dep success but rather that phages are merely acting to
deliver a “drug” that augments immune-mediated clearance. A set
of mass action differential equations helps illustrate this point:

P
·

� �kCP � bkCLPL � �PP

C
·

� �kCP � I0C � I1�CE � �C

E
·

� �kCLPL � �CE � �EE ,

(4)

where C is cell density, P is phage density, E is enzyme density, and
I is an immune effect on cells (subscripted to indicate the possi-
bility of different effects on free cells and enzyme-bound cells).
The terms k, �, �, �E, and �P are rate constants (phage-cell adsorp-
tion rate, enzyme-cell adsorption rate, cell growth rate, enzyme
clearance rate, and phage clearance rate, respectively). The terms b
and � are the respective numbers of phage progeny and enzyme
molecules released when the infected host lyses. The subscript L
indicates values L time units in the past; L is the time from infec-
tion to lysis of a cell (as per references 5 and 16).

The attempt to specify even this minimal level of detail sur-
passes our current knowledge. However, inspection of the middle
equation in equation display 4 illustrates one main point: cell loss
can result from two phage effects, from phage killing and from
enzyme-mediated immune system clearance. Cell lysis not only
releases mature phage into the growth medium but also the con-
tents of the cell cytoplasm, which normally include partially as-
sembled or unassembled structural proteins and other phage-
encoded proteins. It is plausible that growth of K1-dep phages,

which would release any unassembled sialidase, is contributing to
infection clearance in both ways. From the work of Mushtaq et al.
(21), we know the sialidase immune effect could be substantial,
possibly explaining why K1-dep phages provide such good pro-
tection despite having marginally better growth rates than K1-ind
phages. Presently, we do not know how much free enzyme is re-
leased at phage lysis, and hence we have no way of assessing
whether free enzyme contributes substantially to recovery. Such
studies are needed to resolve whether K1-dep superiority is due to
two mechanisms instead of one.

It is easily seen from equation 4 that the phage growth rate
should be important to therapy whether or not direct phage killing
of cells is the primary mechanism of infection control. A higher
phage growth rate means higher enzyme levels as well as higher
phage levels. A corollary is that there should be a treatment equiv-
alence between K1-dep phages and sufficiently faster-growing K1-
ind phages, because enzyme substitutes for additional phages. The
comparison of treatment success between a K1-dep phage and a
K1-ind phage with the same in vivo growth rate would reveal the
contribution of sialidase to treatment success. Unfortunately,
such a phage pair is not available because natural isolates of K1-
ind phages grow more slowly than K1-dep phages (at least in the
surrogate in vivo environment of serum and for the few in vivo
comparisons attempted). Thus, any testing of this equivalence
principle awaits engineering of or the fortuitous discovery of low-
fitness K1-dep phages.

A disappointing result was that K1-dep phages proved no more
than mildly superior to K1-ind phages in mixed competitions. It
might be hoped that competitions provide a way of identifying the
best therapeutic phages (those with the lowest MTDs), because
such a method would reduce the need for testing phages sepa-
rately. Furthermore, phage cocktails are often used in actual ther-
apy (24), and the components of these cocktails are changed pe-
riodically. Recovery of phages posttreatment would otherwise
have been an easy way to decide which phages to maintain in the
cocktail.

In the present study, phage therapy generalities based on pop-
ulation biology have not materialized. Despite the recognition of
two classes of phages differing in treatment success, there is no
suggestion that the in vivo growth rate is a strong determinant of
treatment success. Rather, the two classes of phage differ in a way
that appears to be vital to treatment success and may mask any
effect of the growth rate: the presence of an enzyme. It may be that
the growth rate will prove to be the major determinant of success
in other model systems, but for now, an empirical approach to
phage therapy remains warranted.
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