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Abstract
In site directed spin labeling, a nitroxide side chain is introduced at a selected site in a protein; the
most commonly used is a disulfide-linked side chain designated R1. The EPR spectra of R1, and
the interspin distance between pairs of R1 residues as determined by dipolar EPR spectroscopy,
encode a wealth of information on the protein structure and dynamics. However, to extract this
information requires structural and dynamical models of the R1 side chain, i.e. the favored
rotamers, the intraresidue interactions that stabilize them, and the internal modes of motion. X-ray
crystal structures of R1 in proteins have revealed a set of preferred rotamers in the crystal lattice.
To identify the intraresidue interactions that stabilize particular rotamers of R1 in the absence of
interactions with nearby sidechains in a helix, and to evaluate models for the internal motion of the
side chain, quantum mechanical calculations were performed on a relevant fragment of R1 in a
ten-residue α-helix. Relative rotamer energies were determined in the gas phase, and solvation
energies were estimated from a continuum solvent model that includes both electrostatic and
hydrophobic contributions. The results identified preferred rotamers that are in agreement with the
X-ray crystallographic studies. The rotamers are apparently stabilized by intra-residue sulfur-
backbone interactions, suggesting that the preferred rotamers may be the same at all solvent-
exposed helix sites.
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Introduction
Site directed spin labeling (SDSL) is a powerful technique to study protein structure and
dynamics (for reviews see1–6). In SDSL, a paramagnetic nitroxide side chain is introduced at
a selected site by mutating the native residue to cysteine and then modifying the reactive SH
group with a thiosulfonate reagent to produce the disulfide-linked nitroxide side chain
designated R1 (Figure 1a). Numerous other nitroxide side chains have been investigated,7–9

including one introduced via a genetically encoded unnatural amino acid,10 but to date R1
has proven the most useful and is the subject of the present report.
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The EPR spectrum of R1 in a protein reflects the motion of the nitroxide on a nanosecond
time scale. This motion has contributions from Brownian rotational diffusion of the entire
protein, R1 internal motions (torsional oscillations about bonds in R1) and local backbone
fluctuations on the ps-ns time scale. When necessary (for proteins < 50kDa) the contribution
from overall rotational diffusion is effectively removed by employing a viscous solution
wherein the EPR spectra reflect only motion of the nitroxide relative to the protein.11 R1
internal motions can be modulated by interactions of the nitroxide ring with nearby side
chains, resulting in sensitivity of the motion to details of the protein tertiary structure.8,12,13

On the other hand, R1 side chains on the solvent exposed surface of helices, where
interactions of the nitroxide ring are absent, present particularly simple situations with
single-component EPR spectra ; the motion of the nitroxide has contributions only from R1
internal motions and backbone fluctuations. If one had a quantitative model for R1 internal
motion, it would be possible to identify the contribution from backbone flexibility6,14 which
is now recognized to be of importance in protein function.6,14–18 For this purpose, it is then
necessary to seek a model for R1 internal motion.

R1 internal motion is expected to depend on the R1 rotamers and the interactions that
stabilize them, and these must be characterized. Progress in identifying the preferred
rotamers of R1 has come from X-ray crystal structures of R1 in T4 Lysozyme.12,13,19,20 It is
notable that in all structures to date the set of allowed dihedral angles that define the rotamer
is similar for R1 at lattice contact or non-contact sites. For solvent-exposed surface sites
well-resolved electron density is only observed for the atom group [Cβ---Sγ---Sδ], which
allows the determination of only the first two dihedrals, i.e. {X1, X2} (see Figure 1a for
definitions of the dihedral angles). In the structures solved to date (Table 1), with rare
exception, nitroxide side chains adopt one of only 3 rotamers with respect to the {X1, X2}
dihedrals, namely {m,m}, {t,p} and {t,m}, in that order of popularity (nominally, m = −60,
p = +60 and t = 180;21 this convenient notation is retained for deviations up to ±30° from
these nominal values). The two exceptions are located at sterically strained sites.13,20

Remarkably, in each of the preferred rotamers the Sδ sulfur of the R1 side chain is in close
apposition to a backbone atom, suggesting an interaction which would inhibit rotations
about X1–X3 and give rise to an internal motion dominated by oscillations about X4 and X5
(Fig. 1b). This X4/X5 model is supported by EPR spectral lineshape analysis and variation of
side chain structure.6,7,9,22

Brownian23–25 and molecular dynamics26–28 have been applied to describe the internal
motion of R1. With suitably accurate force fields, sufficiently long trajectories and proper
sampling of conformational space these approaches should in principle provide a detailed
picture of R1 internal modes. But, so far the results do not reveal the unique stability of the
rotamers observed experimentally despite recent improvements in conformational
sampling29,30 and parametrization31 of the spin labels. Quantum mechanical (QM) methods,
despite being computationally expensive, do not rely on empirical parameters and often
result in more accurate determination of molecular conformations and relative energies.
Such an approach was used recently for conformational analysis of the R1 side chain32. In
that study, ab initio calculations of the torsional profiles of fragments of R1 were performed
at the HF/6-31G** level. These calculations revealed 18 possible conformations for R1 side
chain and their probabilities. The {m,m} rotamer was found to be most probable, in
agreement with experimental results, but a low probability was assigned to the commonly
observed {t,p} state; the experimentally observed {t,m} state was not included among the
possible rotamers. Moreover, the {m,t} rotamer, experimentally observed at only a single
sterically hindered site, was given a high probability of occurrence. The discrepancies
between experimental and theoretical results is in part due to the fact that the energy profiles
for dihedral angles other than X1 were calculated using fragments of the R1 side chain
without backbone atoms. As a result, the experimentally observed interaction between Sδ
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and backbone atoms was not included as a possibility and the consequences of the
interaction were ignored.

The Hartree-Fock (HF) theory employed by Tombolato et al.32 might not be the most
suitable method to explore interactions of R1 with the backbone due to its neglect of
electron correlation, which is important for correct representation of interactions of the
sulfur atoms with the backbone atoms. The importance of including electron correlation in
describing weak hydrogen bonds and the interaction between chalcogen centers (O, S, Se,
Te) has been discussed previously.33,34 In the study reported here, Density functional
Theory (DFT), which includes electron correlation effects with reasonable computational
cost, was employed to compute the relative gas phase energies of rotamers for an R1
fragment in a single amino acid and in a ten residue α-helix. Comparisons of energies of
conformational minima were computed with dispersion energy corrections (DFT-D), to
account for stabilizing nonbonding interactions that occur in some conformations. Solvation
energies, both electrostatic and non polar, were estimated from a continuum solvent model,
and the total energies revealed preferred rotamers that were generally in good agreement
with those observed in crystal structures. As anticipated, a major determinant of the stability
of these rotamers is the backbone sulfur interaction that has contributions from both non-
bonded interactions and solvation effects.

The Computational Model
The focus of this study is on interactions of the sulfur atoms with the peptide backbone and
their role in stabilizing particular rotamers. For this purpose, the presence of the nitroxide
ring is not essential and was replaced by a methyl group; this side chain will be referred to
as R1′, shown modeled in a peptide fragment in Figure 1c. Thus, situations where direct
interactions of the nitroxide ring occur with local side chains or backbone atoms are
intentionally excluded. As mentioned above, the case of interest here is the solvent-exposed
non-interacting site.

Geometries and relative conformational energies (Δ(E+D)conf) of allowed R1′ rotamers were
first obtained in the gas phase from DFT. The R1′ gas phase conformations from DFT are
then employed to compute both the electrostatic (ΔGele) and non-polar (ΔGnp) contributions
to the relative solvation free energies using a continuum solvent model. The total relative
free energies are then computed as ΔGtot = Δ(E+D)conf + ΔGele + ΔGnp. The addition of the
relative electronic conformational energy to free energies of solvation to obtain a total free
energy is justified under the assumption that the differences in conformational entropies
between rotamers are small. This assumption is reasonable for the small side chain
considered here and defines a feature of the model to be evaluated by comparison of the
results with experiment. The paragraphs below outline the calculation for each term.

Quantum Mechanical Conformational Energies in the gas phase
DFT computations were performed at the B3LYP/6-31G(d) level using the Gaussian 03
package35 to optimize molecular geometries. The energies of the various minima were
recalculated with a dispersion energy correction (B3LYP-D),36 which greatly improves
predictions for the relative conformational energies of a polypeptide model.37 In all
calculations backbone φ, ψ and ω angles were fixed at values corresponding to a regular α-
helix, −60°, −40° and 180° respectively. Partial atomic charges were determined using the
CHelpG algorithm implemented in the Gaussian 03 package with B3LYP/6-31G(d). Details
of the procedure are given below in RESULTS.
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Solvation Free Energy
Solvation effects can be treated explicitly or implicitly. Describing the solvent effect
explicitly in atomic level by calculating actual solvent-solute interactions is not feasible in
quantum mechanical calculations. An alternative approach taken here employs an implicit
model in which the solvent is represented as a continuum dielectric, and empirical terms are
used for the interaction of surface atoms with solvent (ΔGnp). In the context of this model,
the solvation free energy (ΔGsol) for transferring a molecule from the gas phase to water can
be written as

(1)

where ΔGnp is the free energy for transferring an uncharged analogue of the molecule into
water from the gas phase, and ΔGele is the electrostatic contribution due to charges in the
protein (ε=2) interacting with a continuum of dielectric constant ε =80.38 ΔGnp is taken to be
proportional to total solvent accessible surface area39 of a molecule according to

(2)

where γvw is the vacuum-to-water surface tension coefficient. This value lies in the range of
25 –50 cal/mol/A240–42 and the consequence of variation on the final results will be
discussed below. The total solvent accessible surface area AT is calculated with the program
SURFCV43 using PARSE van der Waals radii44 and a probe radius of 1.4 Å.

ΔGele is the difference in electrostatic free energy of a molecule in water (ε =80) and the gas
phase (ε =1), and is computed as described by Sitkoff et al.44 from the finite difference
Poisson–Boltzmann method implemented in the program Delphi45. Thus,

3

where qi is a point charge at the ith grid point, Φi
80 is the corresponding electrostatic

potential calculated with solvent dielectric constant 80 and solute (protein) dielectric
constant 246 and Φi

1 is the electrostatic potential calculated with solvent dielectric constant 1
and solute dielectric constant 2.

The continuum approach has been shown to have comparable accuracy to explicit models in
calculation of total solvation free energies.38,46,47 It has been used extensively in
combination with molecular mechanics to determine solution conformations of
molecules48–52 and also in combination with ab initio quantum mechanics to determine
solvation free energies of organic molecules53.

Calculations of ΔGnp and ΔGele were performed in DELPHI using gas phase optimized
structures from QM. Charges and atomic radii were taken from the PARSE set,44 optimized
for calculation of solvation energies. The geometric center of a molecule was placed in the
center of a cubic grid with a resolution of 2.8 grids/Å. The grid size was adjusted so that
only 80% of the grid was filled with the molecule, which corresponded to 55–63 grids per
side for different conformations. The water probe radius was 1.4 Å and Coulombic boundary
conditions were used. A convergence criterion was set to 10−4 kBT where kB is the
Boltzmann constant and T is the absolute temperature. The grid scale (from 2.0–3.0 grids/Å
in 0.2 grids/Å increments) and center were varied for three different conformations in order
to check the accuracy of the calculations. ΔGele values varied with grid scales in the range
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2.0–2.4 grids/Å, but differed by less than 0.1 kcal/mol in the range 2.6–3.0 grids/Å; 2.8
grids/Å was employed in all calculations. The grid offset was varied ±0.5 grid units in 0.1
increments for three conformations for a grid scale of 2.8 grids/Å and 2.0 grids/Å. The
position of the molecules on the grid affected ΔGele for a grid scale of 2.0 grids/Å but
caused a change of less than 0.2 kcal/mol for a scale of 2.8 grids/Å (see Figure S1,
Supporting Information).

Results
QM calculations for R1′ in a model peptide unit (Figure 1c) were first performed to
determine the minima for X1 and X2 angles. Conformations corresponding to the energy
minima were then built in the center of a ten residue polyglycine α-helix (Figure 2) and
optimized to find the most probable R1′ conformations in a helical environment.

X1, X2 energy minima of R1′ in a model peptide unit
A scan of X1 for R1′ in the model peptide unit of Figure 1c was carried out. During the scan
X2 was set to the known minima for tetrahedral carbon atoms, (−60, 180 or +60) and X3 was
set to the disulfide torsional minima (±90). X1 minima classified as {m}, {p} and {t} were
found (Figure 3) independent of X2 and X3 angles, in agreement with results from an earlier
HF calculation.32 Among these minima, the {m} conformation was the lowest energy
conformation. The {p} conformation of X1 cannot exist at α-helical sites due to steric
clashes of Sγ with the helical backbone, also observed previously.32 Hence, for a α-helical
site, X1 of the R1 side chain can only be in the {m} or {t} conformation, {m} being the
lowest energy (most probable).

Unlike the case for the X1 torsional potential profile, that for X2 depends on the values of
the other dihedrals (Figure 4a and 4b). When X1 was {t}, three energy minima were
observed for X2 at {m}, {p} and {t}, with {p} being the lowest (Figure 4a). When X1 was
{m} three minima were again observed for X2 but of rather similar energy (Figure 4b). In
the calculations of Tombolato et al. the X2 potential profile was computed for a fragment
without backbone atoms and the X1 dependence on the X2 energy profile was not noted32.

Gas phase energy minima of R1′ in a ten residue α-helix
With two possible minima for X1 and three minima for X2 observed from the torsional scans
in a single residue peptide segment, six possible low energy conformations were considered
for the R1′ side chain with respect to these dihedrals: {m,m}, {m,p}, {m,t}, {t,m}, {t,p},
{t,t}. Molecular modeling of these conformations in a helix showed steric clashes of Sδ and
Cε atoms with the backbone for {m,p} eliminating the possibility of this rotamer at helical
sites. In order to identify new interactions and to determine the relative energies of the
remaining five {X1, X2} conformations in a helical environment, each was built using R1′
situated in the middle of a ten residue α-helix (Figure 2). For each conformation the X3
angle was set either to +90° (p) or −90° (m)54 generating 10 possible {X1, X2, X3}
combinations for R1′. For each of the 10 starting conformers, the energy was minimized
keeping the structure of the helix fixed. Selected interatomic distances, torsion angles and
relative gas phase energies are given for the optimized conformations in Table 2. Figure 5
shows models of the optimized conformations; only 9 conformations are identified in the
Table 2 and Figure 5 because the {m,t,m} starting configuration relaxed to {m,m,m} during
optimization (see below).

Interactions that stabilize the rotamers in a helical environment
To identify interactions that stabilize one rotamer of R1′ relative to another, it is assumed
that an interatomic distance at or near the sum of the van der Waals radii for two atoms
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implies an attractive interaction relative to another rotamer where the atoms are separated.
For X1, the energy minima for the allowed {m} and {t} states of R1′ (Figure 3) occur when
Sγ lies within attractive interaction range of the backbone N and O, respectively. This is the
case for any side chain with an atom at the γ position, and these interactions presumably
contribute to the stability of the {m} and {t} states. Indeed, when a native side chain is
mutated, the new side chain maintains a X1 state close to that of the native residue (see
Table S1, Supporting Information), indicating that interactions with the backbone are more
important than details of the side chain structure.

For a given value of X1, the values of X2 and X3 in R1′ determine the positions of the Sδ
atom and the CεH3 groups, respectively, relative to backbone atoms, and consequently their
interactions. These interactions are easily appreciated in the models of Figure 5 which are
intended to accompany the following description. In the four lowest energy states, the {X1,
X2} combinations, namely {m,m}, {m,t} and {t,p}, all place the Sδ atom within interaction
distance of CαH, suggesting a CαH⋯Sδ attractive interaction that stabilizes these states. For
{m,m} and {t,p}, this interaction is intra-residue; for {m,t} the interaction is inter-residue,
involving the Cα(i-3)H, and unique to the helix geometry. To establish this interaction, X2 is
distorted by nearly 30° from the nominal trans value (Table 2). The initial {m,t,m}
configuration was unstable due to Cε being very close to Cα(i-3) and relaxed to {m,m,m}
after optimization; thus only a single {m,t} rotamer is allowed. As shown below, the {m,t}
state is strongly destabilized by solvation.

In the {t,m} states the Sδ atom also makes an apparent stabilizing interaction with the
backbone, but in this case with the O atom of the backbone C=O. For both states, the
interatomic distance of Sδ⋯O is greater than the sum of the van der Waals radii. Note also
the unusually large absolute value of X2 in the {t,m} rotamers, nearly 30° from the nominal
{m} value. In the higher energy {t,t} states, the {t} configuration of X2 moves the Sδ atom
away from the backbone and attractive interaction with both C=O and CαH are lost; only
Sγ⋯O=C interactions stabilize the rotamer conformations.

The value of X3 modulates the energy of the {X1, X2} states via positioning of the CεH3 for
attractive or repulsive steric interactions. For example, the {t,p,p} state is higher in energy
than {t,p,m} due to loss of an attractive interaction of the CεH3 group with the Oxygen of
the backbone C=O; {t,m,m} is of higher energy than {t,m,p} due to loss of the same
interaction; {m,m,p} is of higher energy than {m,m,m} due to repulsive interactions of the
methyl group with backbone atoms. These interactions involving the CεH3 are shown in the
models of Figure 5, and offer qualitative explanations for the energy differences between
rotamers in the gas phase.

Evidence for the CεH3⋯O=C interaction in {t, p, m} and {t, m, p}, other than the close
proximity of the atoms (d(CεH⋯O=C=2.35 Å in {t,p,m} and d(CεH⋯O=C=2.21 Å in
{t,m,p}), comes from the increase in charge (determined from QM) on the Cε atom when in
proximity to O=C in each case.55 For {t, p, p} and {t, m, m}, where the groups are
separated, the charge is −0.15 and −0.23, respectively. In the putative interacting
configuration, the charge is +0.03 and −0.01, respectively. In addition, there are slight
differences in conformation of R1′ required to accommodate the interaction such as larger
Sδ⋯O=C distance in {t, p, m} and {t, m, p} compared to {t, p, p} and {t, m, m},
respectively (Table 2).

Effect of solvation
The quantum mechanical calculations presented above were carried out for the system in a
vacuum. The effects of an aqueous solvent on the relative conformational energies include
contributions from screening of pairwise Coulombic interactions and from electrostatic and
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non-polar contributions to the solvation energy that can be estimated from the continuum
solvent model as described above.

The relative gas phase conformational free energy from DFT, the individual contributions to
the solvation free energy, and the total free energy of the R1′ rotamers in the helix are
reported in Table 3, listed in order of increasing total energy. A major effect of solvation is
to raise the energy of the {m,t} state relative to the others. The origin of this effect will be
discussed below. As in the gas phase, the {t,t} state has the highest energy.

Discussion
According to arguments presented in the introduction, knowledge of the stable rotamers of
R1 and the interactions responsible for their stability is important for employing the side
chain to monitor backbone dynamics in proteins. In addition, such information can improve
the interpretation of inter-spin distance measurements between R1 residues in terms of
protein structure.56,57 To this end, both experimental and theoretical approaches are being
taken. On the experimental side, 9 crystal structures of R1 in T4 Lysozyme have been
reported that define a clear set of stable rotamers with respect to {X1,X2} (Table 1). Even
though many of these sites were not at crystal lattice contacts, and some structures were
determined at ambient as well as cryogenic temperatures, concern has been raised that the
crystal lattice conditions may play a role in selecting rotamers, and that different rotamers
with different stabilizing interactions may exist in solution. This sentiment is partly based on
Molecular Dynamic simulations of R131 that predicted a different set of populated rotamers
at 131R1 in T4L than observed in the crystal structure.19

The goal of the present work was to determine whether or not an appropriate QM treatment
would predict a set of most stable rotamers in agreement with those seen in crystal structures
and identify the stabilizing interactions. The results presented here for R1′ improve and
extend an earlier HF calculation32 in several ways. First, the present work uses DFT which
accounts for electron correlation effects important in treating interactions involving sulfur
and weak hydrogen bonds.33,34 Second, R1′ was investigated in a single peptide unit or a
polyglycine helical structure rather than as an isolated fragment; one of the major
conclusions from the current study is that intra-residue and longer range interactions in a
helical structure are important in stabilizing particular rotamers. Finally, solvation effects
were investigated using a continuum solvation model employing PARSE parameters
developed specifically for the Finite-Difference Poisson Boltzmann / γvw (FDPB/γ) model
(44) that was used here. This model reproduced experimental solvation energies with a mean
deviation of 0.44 kCal/mole for 67 small molecules, including polar molecules capable of H-
bonding, and 0.16 kCal/mole for amino acid side chains and peptide backbone analogs (44).
While there are uncertainties in any solvation model, and an unknown magnitude of effects
for particular cases, including the present one, it is felt that the approach taken here is a valid
one, particularly considering the respectable agreement with experiment. The key results of
this study and how they relate to the conformations observed in X-ray crystal structures of
R1 attached to T4 Lysozyme are discussed below.

R1′ conformational energies from DFT and the effects of solvation
Based on the relative energies computed from DFT, the five most stable rotamers of R1′ in
an α-helix in the gas phase are {t,p,m}, {m,m,p}, {t,m,p}, {m,m,m} and {t,m,m} (Table 3).
Notably, all represent the three favored {X1, X2} rotamers observed in the crystal structures,
namely {m,m}, {t,p} and {t,m}; the {t,t} rotamers, not yet observed in any crystal structure,
have the highest relative energies.
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As illustrated in Figure 5, the favored rotamers are apparently stabilized by intra-residue
Sulfur-backbone interactions and, in the case of {t,m} and {t,p}, by additional CεH-
backbone interactions. The interatomic distances that reveal these interactions, as
determined from DFT (Table 2), deviate no more than 0.36Å from those determined from
crystal structures of R1 (Table 1). For example, the experimental values for the CαH⋯Sδ
distance lie in the range 2.65 – 3.07 Å for the {m,m} rotamer, while the calculated values
are 3.01 and 3.17 Å for the two {m,m} states. Likewise, for the {t,p} states, stabilized by the
same interaction, the experimental values lie in the range 3.12 – 3.26 Å; the corresponding
calculated distances are 3.04 and 3.11 Å. Finally, for the less stable {t,m} states stabilized
by Sγ,δ⋯O=C interactions, experimental values are in the range 3.29 – 3.73 Å, while DFT
gives 3.82 Å. For {t,m}, the relatively large Sδ⋯O distance corresponds to the large |X2|,
which is ≈ 30° greater than the nominal value of an {m} state.

The {m,t,p} rotamer is predicted to be of low relative energy by DFT in the gas phase, but is
strongly disfavored by solvation. It should be noted that the relative solvation energies in
Table 3 did not change significantly when γvw values of 25 kcal/mol were used instead of 50
kcal/mol;40–42 the non-polar term is relatively small in general. They also did not depend on
the charged set used (PARSE vs. CHelpG) for the calculations performed in the 10 residue
helix. The following qualitative account of solvation interactions sheds some light on the
solvent destabilization of the {m,t,p} rotamer. .

The purely electrostatic contribution to the free energy of solvation, ΔGele, is always
negative (favorable) because charges on the protein interact favorably with a high dielectric
solvent (water). The magnitude depends strongly on details of protein surface topography; as
a consequence neighboring residues in a helix can have a strong effect on ΔGele. In general,
for two rotamers of R1′, the one with the largest surface exposed to solvent will have the
most favorable ΔGele.

The purely non-electrical contribution to solvation, ΔGnp, is basically the hydrophobic effect
and is always positive (unfavorable); its magnitude is proportional to the solvent exposed
surface area and the surface tension coefficient γvw. For two rotamers of R1′, the one with
the largest exposed surface area will have the most unfavorable ΔGnp. Thus, the two
contributions to solvation act in the opposite direction and cancel each other to some extent,
although the ΔGele term can be much larger than ΔGnp for R1′ (Table 3).

As anticipated from the above considerations, the data in Table 3 shows that rotamers with
low conformational free energies have high ΔGele contributions and vice versa; the
correlation arises simply because the most strongly interacting states are well packed and are
hence most desolvated. The {m,t,p} state in the helix has one of the lowest conformational
energies, due to the inter-residue Cα(i-3)H⋯Sδ and other interactions, and is thus strongly
destabilized by the ΔGele contribution which dominates the overall energy; details of the
charge distribution and local topography contribute to the unusually unfavorable solvation
term.

Another interesting effect of solvation is noted for the favored {t,p} states. In particular, the
{t,p,p} state, in which the -CεH3 group projects away from the backbone, is inherently much
less stable in the gas phase than {t,p,m} (ΔΔGconf ≈ 4.2kcal/mol) where the -CεH3 group
makes a stabilizing interaction with the Oxygen of the backbone (Figure 5c). However, in
energy gap between the two states is reduced to ≈ 2 kcal/mole due to a strongly stabilizing
contribution of ΔGele to the more solvent exposed {t,p,p} state.

The magnitude of the total energy differences between rotamers in the solvated helix is
small, with a range of ≈ 3.4 kcal/mole; at ambient temperature, this corresponds to a
preference of >99% for the rotamer of lower energy. However, given the simple model
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employed here, not much significance should be attached to the absolute differences in
energy. Perhaps the most important conclusion is the rotamers of the {m,m}, {t,p} and {t,m}
class are grouped at lower energies than those of the {t,t} or {m,t} class. Members of the
lower energy group have attractive intra-residue interactions between Sδ and backbone
atoms, either CαH⋯Sδ ({m,m}, {t,p}) or Sδ⋯-O=C {t,m}, the same interactions postulated
based on crystal structures.; these interactions are absent in {t,t} and {m,t}.

The chemical nature of the stabilizing interactions
The rather nonconventional S⋯X (X=C,O,N) interactions of sulfur with the backbone atoms
have been previously demonstrated to contribute significantly to protein stabilization in
theoretical and experimental studies12,13,19,20,33,58–62. The Sulfur atom acts either as a weak
hydrogen bond acceptor in X-H⋯S interactions or is involved in S⋯X nonbonded
interactions, both of which have directional preferences of the X with respect to S.33,59–62

In the nonbonded interaction characterized by p(X)-σ*(S) orbital overlap, the electron-rich
nucleophile (O or N) tends to approach S along the S-S or C-S bond and within 30° of the S-
S-C plane.61–64 In the putative C=O⋯Sγ-Sδ (in {t,t,m}) and C=O⋯Sδ-Cε (in {t,p,p},
{t,m,m}) interactions, the oxygen atom does not lie along the extension of C-S or S-S bond,
which prevents optimal p–σ* orbital overlap, weakening this interaction. In addition, the
S⋯O distance observed in {t,p,p}, {t,m,m} and {t,t,m} is larger than the sum of
corresponding van der Waals radii (rvdW(S⋯O)=3.32 Å65) further suggesting a weak
interaction. However, the average S⋯O distance in putative attractive interactions involving
sulfur and main chain carbonyl oxygen atoms was reported to be 3.6 Å in a study of 572
disulfide bonds in 247 polypeptide chain from the Protein Data Bank58, similar to the values
observed here (Table 2). Also, quantum mechanical calculations indicated an intermolecular
distance of 3.46 Å between sulfur and oxygen in organic compounds when oxygen and
sulfur were the electron donating and accepting units, respectively.59

The putative N⋯Sγ (in {m,m},{m,t}) and C⋯Sδ (in {mm},{tp}) interactions can in
principle involve both X⋯S and X-H⋯S (X: N, C) attractive interactions.61,66 The CH⋯Sδ
interaction was previously suggested to be a nonclassical hydrogen bond.20 In R1′
conformations stabilized by CH⋯Sδ interactions, the, CH⋯Sδ distance (3.54 – 3.65 Å) and
the ∠C-H-S (107–110°) determined both from the quantum mechanical model presented here
(CH⋯Sδ distance in the range 3.54 – 3.65 Å and ∠C-H-S in the range 107–110°) and
experimental studies19 deviates slightly from the characteristic angle ∠C-H-S ≥ 120° and
CH⋯Sδ distance ≤3.5 Å67, suggesting a weaker contribution of the hydrogen bonding
interaction to stability of {m,m} and {t,p} rotamers based on this criterion. Nevertheless, the
short C-H⋯Sδ distance, in some cases less than the sum of the H and S van der Waals
radii,19 indicates a possible H bonding interaction. A “1,4 interaction” between sulfur and
CH group that is less directional than the C-H⋯S hydrogen bonds discussed by Weiss et
al.67 but comparable to it in strength (1–2 kcal/mol) were previously reported.66,68

In R1’ conformations stabilized by possible NH⋯Sγ interactions, the NH⋯Sγ distance and
the ∠N-H-S angle are in the range of favorable hydrogen bonding interaction (d≤3.5 Å,
∠N-H-S ≥ 90°).67 In addition, these conformations could be stabilized by p(N)-σ*(SS)61

interaction, but the nitrogen atom does not lie along the extension of the S-S bond which
prevents optimal p–σ* orbital overlap.

The Cε-H⋯O=C interaction may be another weak hydrogen bonding in the {t,p,m} and
{t,m,p} conformations. This type of interaction has been previously reported59,61,67,69. Ab
initio calculations at the MP2/6-31G(d) level of model complexes (CH3SSCH3 +
CH3CONHCH3 and CH3SCH3 + CH3CONHCH3 ) having S⋯X (X=C,O,N) interactions
revealed stabilization energies of 3.2 kcal/mol for S-S⋯O and of 2.5 kcal/mol for C-S⋯O,
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including the contribution from a C=O⋯H-C interaction that is also present in those
complexes.61 The p–σ* orbital interaction was estimated to be 0.64 kcal/mol61 which
suggests significant contribution of a hydrogen bond to complex stability. This has also been
suggested for model oxygen containing complexes in which weak hydrogen bonding
between methyl group and oxygen atom is stronger than the interaction between sulfur and
oxygen.59 The lower energy of {t,p,m} compared to {t,p,p} and {t,m,p} compared to
{t,m,m} is due to the greater contribution of C=O⋯H-C relative to S⋯O interaction to
stability of {t,p,m} and {t,m,p} (Figure 5).

In summary, R1′ is mainly stabilized by the interaction of the sulfur groups with the
backbone atoms (Cα-H, N-H and C=O groups) and by Cε-H⋯O=C interaction. Among these
Cα-H⋯Sδ. and N-H⋯Sγ are likely to be the most important interactions. Both weak
hydrogen bonding is involved in these interactions in addition to 1,4 carbon-sulfur
interaction in Cα-H⋯Sδ..and p-σ* interaction in N-H⋯Sγ.

Conclusion
Based on a very simple model that takes into account the influence of solvent, it is found
that the most stable group of rotamers of the R1′ disulfide-linked side chain in a polyglycine
helix corresponds to that observed in crystal structures with regard to the first two dihedral
angles (X1, X2). Although interactions with nearby side chains in a native helix will
influence relative rotamer energies, the results presented here are expected to apply to R1 at
solvent exposed non-interacting sites. Such sites are readily recognized in the EPR
spectrum, and are in fact the most interesting for extracting the contribution to motion of the
nitroxide from backbone flexibility.6,14 The members of the group of favored rotamers are
apparently stabilized by Sulfur-backbone interactions. The fact that the stabilizing
interactions that determine {X1, X2} are essentially all intra-residue suggests that the
preferred {X1, X2} rotamers will be the same at all solvent-exposed helix sites, independent
of sequence and probably not strongly dependent on details of the local backbone dihedral
angles.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
(a) The R1 side chain with definition of the dihedral angles and atom designation. (b) The
R1 side chain at a solvent exposed site in a α-helix. The dashed lines indicate the interaction
of Sδ with CαH group which inhibits rotations about X1–X3. The arrows indicate the allowed
motion about X4 and X5 that most influence the EPR spectra of R1. (c) R1 side chain
fragment (R1′) used in calculations in a single residue model peptide. The N-terminus and
C-terminus of the peptide are capped by acetyl and N-methyl groups respectively.
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Figure 2.
R1′ in a ten residue α-helix. The N-terminus and C-terminus of the helix are capped by
acetyl and N-methyl groups respectively.
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Figure 3.
Relaxed scan for X1 when X2=60 and X3=90. The arrows identify the energy minima
corresponding to the indicated rotamer (see text for definition). Energies are B3LYP/
6-31G(d) electronic energies, relative to the energy of the lowest energy minimum.
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Figure 4.
Relaxed scan for X2 when (a) X1=180 and X3=−90, and(b) X1=−60 and X3=90. The arrows
identify the energy minima corresponding to the indicated rotamer (see text for definition).
Energies are B3LYP/6-31G(d) electronic energies, relative to the energy of the lowest
energy minimum.
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Figure 5.
Optimized conformations of the R1′. Carbon (green), sulfur (yellow), nitrogen (blue) and
oxygen (red) atoms are highlighted for the lowest energy conformations of R1′ about X3
angle and for residues that interact with it. The higher energy conformer of R1′about X3
angle is shown in purple. The insets are CPK representations that show van der Waals
contact between interacting atoms.
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TABLE 3

Gas phase, solvation and total energies for R1' rotamers in a 10 turn helix Conformational energies are
calculated using the dispersion corrected functional B3LYP-D

rotamera Δ(E+D)conf

(kcal/mol)b
ΔGele

(kcal/mol)b
ΔGnp

(kcal/mol)b
ΔGtotal

(kcal/mol)b

tpm 0.00 3.26 0.22 0.00

mmp 0.79 3.22 0.57 1.11

tmp 1.48 3.77 0.00 1.77

mmm 0.58 3.77 1.05 1.91

tmm 4.21 0.52 0.72 1.96

tpp 4.19 0.00 1.32 2.03

mtp 0.69 4.69 0.57 2.47

ttp 4.45 0.77 1.30 3.03

ttm 4.83 0.41 1.62 3.38

a
The order of rotamers is increasing energy.

b
In each column, the energy is given relative to the lowest state.
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