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Abstract
We found by molecular dynamics simulations that a low energy ion can be trapped effectively in a
nanoscale Paul trap in both vacuum and aqueous environment when appropriate AC/DC electric
fields are applied to the system. Using the negatively charged chlorine ion as an example, we show
that the trapped ion oscillates around the center of the nanotrap with the amplitude dependent on
the parameters of the system and applied voltages. Successful trapping of the ion within
nanoseconds requires electric bias of GHz frequency, in the range of hundreds of mV. The
oscillations are damped in the aqueous environment, but polarization of water molecules requires
application of higher voltage biases to reach improved stability of the trapping. Application of a
supplemental DC driving field along the trap axis can effectively drive the ion off the trap center
and out of the trap, opening a possibility of studying DNA and other charged molecules using
embedded probes while achieving a full control of their translocation and localization in the trap.

1. Introduction
A possibility to trap free charged particles in an electric field “bottle”, preventing their
interaction with the walls has become a reality in recent decades, opening opportunities for
trapping and measurement on a single atom or molecule level. Atomic ions can be confined
by particular arrangements of electromagnetic fields. For studies of ions at low energy, two
types of trap are typically used - the Penning trap, which uses a combination of static electric
and magnetic fields, and the Paul or radiofrequency (rf) trap which confines ions primarily
through ponderomotive forces generated by inhomogeneous oscillating fields (Paul, 1990).

A three-layer crossing metal/insulator structure, with a nanopore (20-50 nm) etched through
from top to bottom by reactive ion etching (RIE) and appropriate AD/DC voltages applied to
the metal electrodes, constitutes a nanoversion of a quadrupole Paul ion trap, whose
fabrication becomes a reality (Reed). The detailed modeling could be done to optimize the
planar geometry, thus enabling consideration of various electrode configurations. The goal
of the present work is to show by molecular dynamics (MD) simulations that, if fabricated,
such Paul-type nanotrap could be an efficient tool for trapping and filtering of single atomic
and molecular ions. Of particular interest is the effect of polarizable aqueous environment
that would potentially fill the trap. Such environment might be crucial for supporting the
trap functions for bio-molecular ions like DNA. Other effects, emerging from the trap's
nanodimensions, could be expected in the presence of the Van der Waals force from the trap
walls, in a need for confinement of the ion oscillations to the nano-volumes, in effects of

* Correspondence author: zhaox@ornl.gov.

NIH Public Access
Author Manuscript
Nanotechnology. Author manuscript; available in PMC 2012 February 1.

Published in final edited form as:
Nanotechnology. 2008 May 14; 19(19): 195702. doi:10.1088/0957-4484/19/19/195702.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



thermal fluctuations, polarization of the medium and walls, and in their inhomogenities.
These all might suppress predictive powers of the common “analytic” approach to the
motion of an ion in the trap. Atomistic molecular dynamics simulation which would take
into account majority of these dimension and medium effects is a reasonable alternative. We
choose a model of electrodes following a hyperbolic shape, which corresponds to the
conventional Paul trap (Paul, 1990), a simplification which is not essential in providing a
proof of principle for functionality of the Paul nanotrap. This allows the application of
analytical expressions for the resulting quadrupole electric field in the modeling, which
significantly speeds up the algorithms involved for numerically intensive MD simulations
performed here, without loss of generality. Quite analogous simulations are possible using a
numerical calculated electric field of the realistically shaped electrodes, upon knowing the
parameters of a fabricated nanotrap.

An excellent review of the functions and applications of the conventional Paul ion traps is
given by Leibfried et al (Leibfried et al 2003). The idea to store a single atomic ion was
discussed by Dehmelt (Dehmelt, 1973), while the first single-particle trapping experiments
were done by Wineland et al (Wineland et al., 1973) using a Penning trap to confine
electrons. The first experiments with a single atomic ion (Ba) in a rf trap was done by
Nauhauser et al (Nauhauser et al., 1980), followed by Wineland and Itano (Wineland and
Itano, 1981) with a single magnesium ion in a Penning trap. Currently, a large number of
research groups are capable of confining single ions in the rf traps. The recent applications
of the rf ion traps are for quantum information processing (Vant et al., 2006; Seidelin et al.,
2006), for coherent quantum-state manipulation of trapped atomic ions (Wineland et al.,
1998), for functional studies with fluorescent proteins (Rothbauer et al., 2007), for laser
sideband cooling of the motion (Abichet al., 2004), for formation of ordered structures of
trapped ions (Schiffer, 2003; Shi et al., 1999; Itano et al., 1995; Walther, 1995; Edwards et
al., 1994), etc. A wide spectrum of applications relies on the use of the quadrupole ion trap
as a mass spectrometer (Paul, 1990).

Much research attention has been focused recently to the possibility of sequencing genome
by measuring the base-type specific properties of each nucleotide as it migrates through a
nanoscale pore (Chan, 2005; Fredlake et al., 2006; Healy, 2007; Kricka et al., 2005; Nakane
et al., 2003; Rhee and Burns, 2006, 2007; Ryan et al., 2007). However, it has been realized
that repeatable measurements of the base specific signature of each nucleotide depends
critically on the relative geometry of the bases to the pore during the DNA sequencing
(Lagerqvist et al., 2007; Tabard-Cossa et al., 2007). For example, it is found that the
variation in the conductance due to the geometry of the base relative the electrode can easily
overwhelm the difference between different types of nucleotide (Zhang et al., 2006; Zikic et
al., 2006). Therefore, control of the orientation and position of the nucleotide as it threads
the nanopore becomes a primary concern for such kind of DNA sequencing techniques
(Trepagnier et al., 2007; Tsai and Chen, 2007; Chen and Peng, 2003). One of the proposed
approaches to enhance the controllability of a migrating DNA segment through a nanopore
is to use the Paul type ion trap such as quadrupole ion trap (Arnott et al., 1998; Oberacher et
al., 2004). The idea is based on the concept that negatively charged DNA segments can be
trapped in the device while it is driven through the trap by an electric field. Due to the strong
trapping effect, each nucleotide on the DNA could be maintained with a specific orientation
or a stable average geometry, far from the walls and with a defined position to the
appropriate probes, which might critically increase certainty of the measured electronic or
mechanical properties including the genome sequencing. This application sets two
restrictions to the trap parameters. One is the size of the trap that should be small enough to
establish a confinement of a DNA within its characteristic, nanometer dimension. The
second one is the aqueous nature of the trap, since water is a natural environment for a stable
DNA molecule. The presence of water in the trap is a big challenge, which requires
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consideration of the polarization of water molecules, the thermal effects, the damping forces
to the ion motion, and the inhomogenity effects. We include these effects in our MD
simulations of the trap, considering the interaction of a large number of water molecules in
the trap at a given temperature and forces from external electrical fields. We note that a
“vacuum” nanotrap could also potentially have significant applications. For example,
fabrication of the surface arrays of the Paul-type nanotraps can serve as a basis for a high
spatial resolution detector of charged particles, which is of importance in studies of nuclear
reactions.

Quadrupole trap types are those that lead to an electric potential F(x, y, z, t) of
approximately quadrupolar spatial shape in the center (Leibfried et al., 2003). Their
functionality emerges from the assumption that the particles are bound to an axis of the
system if a binding force which acts on them increases linearly with their distance (F = –
cr ). Cylindrically symmetric electrical potential is assumed in the form of

(1)

The condition that this potential has to fulfill the Laplace equation ∇2Φ = 0 at every instant
in time leads to a constraint α + β + γ = 0 of the three geometric factors, which can be
achieved in various ways, thus defining various possible geometries and types of quadrupole
traps (Paul, 1990). From this constraint it is obvious that no local three-dimensional
minimum in free space can be generated, so the potential can only trap charges in a
dynamical way. The driving frequency and voltages can be chosen in such a way that the
time-dependent potential will give rise to a stable, approximately harmonic motion of the
trapped particles, in all or chosen directions. This can easily be demonstrated by a
mechanical analogue. The equipotential lines form a saddle surface in a trap. A small, still
ball set on the saddle is not in a stable equilibrium and will roll down the saddle. But if one
sets the saddle into rotation with an appropriate frequency the ball motion will become
stable in form of small oscillations which can be positioned on the saddle for an extended
time (Paul, 1990).

Both classical and quantum approaches have been applied to the motion of a charged
particle in such a trap, and stability was reached for a range of parameters. One of the most
popular trap configurations is the 3D radio-frequency (rf) Paul trap, with α = β = 1, γ = –2
(Paul, 1990; Leibfried et al., 2003). This trap is composed of one ring-shaped metal
electrode and two cap-shaped metal electrodes, whose internal surfaces are defined as
hyperbolic surfaces shown schematically in Figure 1. The surfaces coincide with
equipotential surfaces. The hyperbolic ring electrode is halfway between the other two
electrodes, i.e. . The ions are trapped in the space between these three electrodes by
AC (rf oscillating, non-static) and DC (non oscillating, static) electric fields. Such devices in
a macroscopic scale have been widely fabricated in laboratory and been proven to be a
powerful tool in storage and detection of a single ion (Winter and Ortjohann, 1991). Their
typical dimensions are 100 μm to 1 cm, with voltages Vac in the range of 100 to 300 V, Vdc
in the range of 0 to 50 V and the AC frequencies f = Ω/2π in the range of 100 kHz to 100
MHz. We will study in next sections the effects of reduction of the trap in Figure 1 to
nanometer dimensions, under both vacuum and aqueous filling environment.

If an electric bias of Φ0 = Vdc – Vac cosΩt is applied to the system in Figure 1, the resulting
azimuthally symmetric electric field is given by its components (Paul, 1990)
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(2)

Due to periodic change in the sign of the electric force, one gets focusing and defocusing in
both the r and z directions alternating in time. The equations of motion of a particle with
mass M and charge Q in this field is given by Mathieu differential equations (Paul, 1990),
even in the presence of a damping force (Nasse and Foot, 2001; Hasegawa and Uekara,
1995) that is emerging in our case from viscosity of aqueous environment. If such viscosity
force is modeled by F =–Dν, where v is the instantaneous velocity of the ion in the trap, and
D is a constant proportional to the viscosity constant and g eometrical features of the
particle, the Mathieu equations of the damped motion of the particle, u = wexp(–kτ), are

(3)

where u stands for either r or z coordinate, k = D/MΩ τ = Ωt/2 and

(4)

Here az = –2ar, qz = –2qr. The stability of the solutions to the equations, defining the
confining functions of the trap, is dependent on the values of parameters a and q (Winter and
Ortjohann, 1991), i.e. the stability depends on the magnitudes of both AC and DC
components of the applied bias, on the angular frequency Ω, on the trap dimensions, as well
as on the ion charge Q and its mass M. In the presence of a damping force, the regions in (a,
q) plane of the stable confinement are both enlarged and shifted in comparison to those with
no damping. The solutions u may be bounded (stable) even if w is unbounded (unstable),
due to the damping factor exp(–kτ). The effect of the collisions between ion and background
particles will change the stable orbit of the ion, statistically increasing or decreasing the ion
energy, which depends on the relative mass of the particles. In our case the ion mass
(chlorine) is about twice larger than that of the background water molecule, and this results
in a damping force. The solution generally oscillates with a system “secular” frequency

, where

(5)

on which it is superimposed micromotion (of much higher frequency Ω and 2Ω).

In this paper, we report a series of molecular dynamics studies on trapping an ion in a
quadrupole 3D Paul trap of nanometer scale, in vacuum and in aqueous environment.
Modeling of DNA/ion/nanopore systems using MD method had been reported by different
groups in recent years. (Chen, 2005; Aksimentiev et al., 2004a; Aksimentiev et al., 2004b;
He et al., 2007; Lu et al., 2006; Gracheva et al., 2006; Zhao et al., 2007) The method we
employed here is similar to the one used previously by us and by other groups. The specific
details of our MD method applied are given in Section 2. The results of the simulations are
presented in Section 3, while Section 4 contains our conclusions.
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2. MD Simulation Method
It is certainly interesting to consider the nanotraps of dimensions of order of a few nm, with
respect to anticipated applications. However, present fabrication capabilities of the
nanotraps might be limited to a few tens of nm, in which case it is important to know both
ion confinement capabilities and sizes of the ion oscillation amplitudes, which might
determine the applicability of the trap. Thus, in our simulations we consider Paul-type traps
(Figure 1) of two different dimensions, 2r0 = 5 nm, 2z0 = 5/√2 nm (nanotrap A), and 2r0 =
50 nm 2z0 = 50/√2 nm (nanotrap B). We choose the parameters a and q in the middle of the
stable region as defined for a conventional Paul trap (Winter and Ortjohann, 1991), i.e. a =
0.25 and q = 0.4. In applications of nanoscale Paul trap, prevention of the electric
breakdown is an additional constraint to the applied voltages, and this certainly depends on
the trap dimensions (Hirata et al., 2007).

The nanoscale Paul traps used in simulations were “built” from a cuboid FCC gold lattice
with a dimensions of 7.9×7.7×5.6 nm3 in case of trap A and 60×60×42nm3 for trap B. The
internal part of the lattice was removed to create hyperbolic surfaces, consistent with the
surfaces in Figure 1. A nanopore of 2 nm in diameter is created in each cap to mimic the
device proposed. A chlorine ion was placed randomly inside the trap at the beginning of
each simulation, with random initial momentum conforming to a chosen system
temperature. For simulations with solvent, the trap is wrapped in box of explicit water
molecules. Periodic boundary conditions are applied in all three directions.

The ions were modeled by the AMBER force field 1999 version (Case et al., 2005). The
gold atoms composing the trap electrodes were modeled by the universal force field
potentials (Rappe et al., 1992). Water molecules were modeled by the TIP3P potential
(Jorgensen et al., 1983) based on previous successful modeling of biomolecules and ions
using this model (Cheatham and Young, 2000). The polarization interaction between ion/
water and the gold atoms were calculated by the Electrode Charge Dynamics (ECD)
(Guymon et al., 2005). The ECD accounts for the polarization effects of finite size metal
surfaces and gives a reasonable representation of ion-metal interactions (Payne et al., 2008).
The Lennard-Jones interaction between different species were calculated by the standard
Lorentz-Berthelot mixing rules with a 0.9 nm spherical cutoff without long range
corrections. The particle-mesh Ewald method (Darden et al., 1993) with a fourth order
interpolation and direct space summation tolerance of 10–6 was applied to evaluate the
electrostatic interactions. The force to the charged ion due to the trapping fields applied can
be included in each MD step by adding the force

(6)

to the equations of motion of the ion, where the three dimensional field E is defined by Eqs.
(2).

The MD simulations in vacuum were performed within the NVT (constant number of
particles, constant volume, and constant temperature) ensemble. For simulations including
solvent, preliminary simulation under NPT (constant number of particles, constant pressure,
and constant temperature) ensemble with pressure of 1 bar was performed to equilibrate the
solvent before NVT simulations. The temperature and pressure were kept constant where
necessary using the method in literature (Berendsen et al., 1984). The NAMD (Phillips et
al., 2005) software package was employed to integrate the equations of motion. The gold
atoms were kept “frozen” thus neglecting metal-atoms vibrations and thermal fluctuations
during the simulation (Zhao et al., 2007). This assumes that amplitude of the vibrational
oscillations of the atoms in the electrode (gold) crystal lattice is much smaller than the
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typical dimension of the trap, at the considered system temperatures (3 - 300 K). A typical
simulation run at 300 K include 20000 steps of energy minimization using a conjugate
gradient algorithm, followed by gradual heating from 0 to 300 K in three ps, 40 ps of MD
solvent equilibration where appropriate, and 3 to 12 ns of production. The timestep used to
integrate the equations of motion was two fs. The electric fields used to trap the ions were
turned on at the beginning of production run. In simulations with explicit solvent molecules,
a 400 ps equilibration was performed after the electric fields were turned on and before the
production began. The SHAKE (Ryckaert et al., 1977) algorithm was applied to constrain
the bonds involving hydrogen bonds for simulations involving water molecules. The
structural configurations were collected every ps for subsequent analysis. Finally,
visualization and trajectory analysis were performed using the VMD software package
(Humphrey et al., 1996).

3. Results and Discussion
Since modeling of the aqueous nanotrap is much more numerically demanding than the
vacuum case due to the presence of large number of “active” particles (water molecules) in
the former case, most of our results are on trapping of a chlorine ion in both traps A and B
under vacuum conditions. In Figure 2 we show coordinates of the ion as function of time in
trap A at temperature of 3 K (corresponding to the ion energy of 2.5×10-4 eV). Shown initial
coordinates have values (-12, 15, 24) Å relative to the geometric center of the trap, which
were randomly set at the beginning of simulation. The initial momentum of the ion was
randomized following a Gaussian distribution but conformed to the system temperature. The
needed trapping field is Vdc = 200mV and Vac = 600mV estimated from Eqs. (4), with the
chosen frequency of AC voltage being 318 GHz. The trajectory of the ion was monitored for
up to 3 ns of simulation. As can be seen in Figure 2, the chlorine ion is driven to the center
of the trap and rotated in a circular motion with its stabilized distance to the trap center
being about 1.5 A. The time of 1.2 ns is elapsed before the stabilization is reached. The
oscillation frequency of the trajectory is about 50 GHz, which is quantitatively consistent
with the estimated “secular” frequency ω according to Eq. (5), for the given values of (a,q,k
= 0,Ω). The simulations were repeated for at least five times by changing the initial random
number seeds that were used to generate the initial positions and momenta of the ion.
However, we only present figures calculated from one chosen trajectory in the present and
the following cases of this section. The repeated runs lead to the same quantitative
conclusions as the one shown, contributing to a statistical weight of the results.

We have performed a series of simulations varying the driving fields from (Vdc = 0.5mV,
Vac = 1.5mV ) to (Vdc = 200mV, Vac = 600mV ), and with frequencies ranging from 16 to
318 GHz. The AC voltage with a frequency in tens-to-hundreds of GHz range is required in
order to trap the charged ions within a timescale of nanoseconds. Increase in the frequency,
which also implies an increase in the magnitude of the voltage according to Eqs. (4) for
given a and q, results in a faster establishment of stabilization. In Figure 3 we show
simulations with AC voltage frequencies in the range of 159 to 318 GHz, which require
voltages of Vdc = 50mV, Vac = 150mV to Vdc = 200mV, Vac = 600mV, under constant
temperature of 50 K (i.e. equivalent ion energy of 4.3×10-3 eV). The stabilization time for
these systems ranges from 4.5 ns to 1 ns. However, the amplitude of the stabilized ion
“secular” oscillations ranges from 12 Å to 6 Å, well below the dimensions of the trap.

The stabilization time is dependent on the temperature, i.e. on the initial ion kinetic energy.
Figure 4 shows such variation of the initial ion energy in the range of 3 to 300K in trap A for
Vdc = 200mV, Vac = 600mV, and f = 318 GHz. Remarkably, we find that there is an optimal
temperature which yields the shortest stabilization time. For a chlorine ion under the above
conditions the shortest stabilizing time occurs at 50 K, differing by almost a factor of 2 to
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the values at 3 K and 300 K. Presently, we do not have a viable explanation of this
phenomenon. Furthermore, the oscillation amplitude of the ion inside the trap is also
strongly dependent on the temperature. For example, at 300 K the ion is orbiting with a
radius of 15 Å, whereas at 3 K the orbiting radius is only about 1.5 Å. A simple relationship
can be derived to describe the dependence of the orbiting radius and temperature. Assuming
that the confining centripetal force is proportional to the distance between the particle and
the trap axis, compatible with quadrupole potential, we have mv2 = rFc ∝ r2 and mv2 = kT,
which yields r2 ∝ T. From simulations we can conveniently estimate the orbiting radius of
the trapped ion at each different temperature. We can also fit the simulated results using a
simple relationship r = α√T. The results are plotted in Figure 5. It can be seen that r2 ∝ T fits
excellently with the simulated data. The regressed prefactor α is about 0.86 for the above
defined system. We notice that the simulated data point at 300 K does not overlap with the
curve, simply because of the confinement effect of trap A. That is, the ion was not able to
move beyond the trap cap along the z axis. Therefore, the effective circulating orbit of the
ion at 300 K is depressed below 0.86√T. In the 300 K case, we also observe that the orbiting
trajectory of trapped ion is changed slightly to adapt to the inner shape of the trap, although
the circular nature of the orbit was not changed. In other words, the motion of the ion will
depend on the trap size. This phenomena will not be present for a macroscopic Paul trap but
becomes significant when the trap scales down to nanometer size. We deem this as one of
the main limitations of a nanoscale trap in confining a charged particle. On the other hand,
this effect also implies that larger trap will tolerate an input ion with a higher energy,
therefore higher temperature, without disturbing its orbiting motion in the z direction.

Our next simulation studies the trapping of a chlorine ion in trap B, which is about 10 times
larger in dimensions than trap A. This simulation is numerically much more demanding than
the one with trap A, due to larger number of atoms in the electrodes, and in case of aqueous
environment because of significant number of explicit water molecules to be included in the
dynamics. Thus, trap B was simulated only in vacuum. However, the increased dimensions
of the trap allowed for lower (and more realistic) trapping field frequencies, here chosen to
be 20 GHz, and larger electric biases before a possible breakdown occurs. The ion was
initially positioned at (-110, -100, 88) Å and the initial kinetic energy of the ion conforms to
a system temperature of 300 K. The trapping fields were Vdc = 80mV, Vac = 240mV, which
were turned on at t=0. As shown in Figure 6, the ion was trapped to the center of the trap
after a short time, with the orbital radius of about 6.5 nm. The overall behavior of the ion
motion is similar to that observed in trap A, only with much bigger orbiting amplitudes.

Simulations were also performed for trapping of a chlorine ion in trap A with an additional
driving DC field along the z axis (see Figure 1) ranging from 10 mV/nm to 150 mv/nm, in
order to study the impact of this additional field to the trapping process. We again study this
with a negatively charged chlorine ion, noting that this might be relevant to driving a
charged DNA molecule into (the holes in the caps), through and out the trap. Initially the ion
was placed at the entrance of one of the cap holes with its coordinate as (5, -7, 22) Ǻ relative
to the trap center, with initial momentum of the ion set to conform to the system temperature
as before. The z-direction driving field and the trapping fields were turned on
simultaneously when the simulation starts, and the trajectory of the ion was monitored for 3
to 12 ns. An example of such simulations is presented in Figure 7. Near zero temperature of
3 K is used to get a clear picture on how the ion wil l move along each direction under the
influence of the additional z-direction field. As seen in Figure 7, the ion migrates through the
central region from one entrance, while orbiting around the trap center in the x-y plane. In
this example, the ion was finally stabilized at a position of about (0, 0, -21) Å, with the
orbiting radius of about 2.1 nm. That is, the ion is trapped similarly like that without the z-
direction DC field although its position is now significantly shifted along the z axis. We
have carried out simulations with driving fields of various strength and found the expected
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shift of the ion orbit along the z-axis varies with the strength of the field. Additional
simulations indicate that the ion is stably trapped when the z field is below 110 mV/nm,
while a field of 125 mV/nm would drive the ion all the way through the trap within one ns,
without reaching the stabilization. This suggests that for trap A the threshold driving DC
field for moving the ion through the whole trap along z direction lies in 110 to 125 mV/nm.
Attractive is also a possibility, emerging from this case to drive the ion back and forth along
the z-axis through the trap, by changing the polarity of the driving DC field, possibly
increasing a measurement certainty by the probes embedded in the trap. Apparently the shift
of ion from the trap center along the z direction when the field is under 110 mV/nm would
depend on the magnitude of the field, but we could not establish a simple relationship
between them like that in Fig. 5.

It is now evident that the mathematical relationships such as those defined by equations in
the Introduction are valid in predicting the stable trapping parameters of the system, at least
under vacuum condition. These predictions are not as certain in the presence of a dense
background such as explicit solvent (water), which is relevant to applications of, for
example, DNA trapping and sequencing. The presence of random noise from solvent would
render the system to a Mathieu system that can be described by a stochastic Mathieu
equation, where some of the terms are random quantities (Casademunt and Vinals, 2001;
Rong et al., 2002). The random fluctuations of the equation parameters may cause
unexpected effects such as stochastic resonance, stabilization by noise, etc. Nonlinear and
damped models of Mathieu equation could be introduced to describe viscosity, curvature
and inhomogenuous effects of parameteric waves in solvent (Kumar, 1999; Robinson et al.,
2002; Tian and Zoller, 2004). The least demanding approach to the inclusion of the solvent
effects in MD modeling is to use implicit solvent models. For an analysis of macro-sized
traps filled with water, this could be a good choice since one can include the dielectric
properties of the bulk water into the simulation. However, in a nanoscale trap filled with
solvent, there could be significant dielectric inhomogenities through the Paul trap volume,
requiring explicit inclusion of the solvent molecules in the MD simulations.

In Figure 8 we show one set of simulation for trapping a chlorine ion inside trap A filled
with water, under the condition of 300 K, Vdc = 4V, Vac = 12V, f = 80 GHz, with values
estimated from Eqs.(4) rescaled to the dielectric constant of water. The solvent polarization
effects as well as impact from the collisions and thermal fluctuations of water molecules
were treated through explicit atomistic MD simulations, using 5108 water molecules filling
the volume of the trap. From the trajectory of the ion we see that the stabilization process
takes much longer time than the one in vacuum with even stronger trapping electric fields. It
takes about 12 ns for the ion to be trapped stably to the center of trap A. On the other hand,
it is found that the ion experiences much less fluctuations in the movement during the
stabilizing process along any of the directions, with the much smaller final oscillation
amplitude of the ion in comparison to that for the same ion trapped in a vacuum trap under
the same temperature. One possible reason for such effect is that the motion of the ion was
effectively thermalized by water molecules around it due to strong collision force from the
electrostatic interactions. This is in qualitative agreement with the discussion in the
Introduction showing the effects of the background damping to the ion motion in the trap,
suggesting that the addition of the solvent to the trap can help to stabilize the ion motion
although the time required to reach stabilization might be significantly longer than in the
vacuum trap.

We also observe that the presence of explicit solvent relaxes the parameter choices defined
by Eqs. (4), as discussed in the Introduction. The range of stabilization defined by
parameters a and q is widened in the presence of the damping with water. This is supported
by a series of simulations performed using the system shown by Figure 8, but with various
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combinations of trapping fields and frequencies, such as Vdc = 2V, Vac = 6V, f = 20 GHz,
Vdc = 1V, Vac = 3V, f = 20 GHz. Some of these parameters do not satisfy strictly the stable
region defined by Eqs. (4) (with or without correction to the water dielectric constant).
Interestingly, in all these cases we could still observe the trapping and stabilization process,
qualitatively similar to that shown in Figure 8.

4. Conclusions
Our molecular dynamics simulations show that trapping of low-energy charged ions in
nanoscale Paul traps is feasible both under vacuum and solvated conditions. The trapping of
an ion in such Paul trap occurs within a timescale of nanoseconds if an AC field of tens to
hundreds of GHz is applied. The trapped ion oscillates around the center of the vacuum trap
when the ion energy is low enough to prevent collisions with the trap walls (<300 K for a
trap with characteristic dimension of 5 nm). The stabilization time required and the orbiting
radius of ion trapped are dependent on the system temperature, magnitude and the frequency
of the trapping AC and DC fields.

In order to extend the applicability of the proposed Paul-type nanotrap to the biological
molecules, in particular to the DNA sequencing, it is important to stabilize the orientation of
the molecule. Our simulations indicate that the charged particle would rotate inside the trap
and would stay stable in the trap center if solvent is present. This suggests that control of
DNA in a Paul trap is possible if appropriate fields are applied. Application of a driving field
along the z direction can effectively translocate the ion through the trap, which indicates the
step-by-step motion of a negatively charge DNA segment could be controlled along the z-
axis. However, the average amplitude of oscillatory motion of DNA inside the trap will
depend on many parameters, such as temperature, voltage magnitude and frequency, trap
size, etc. A series of detailed study has to be carried out to optimize the relevant parameters
along with the fabrication of the proposed trap device.
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Figure 1.
Schematic sketch of a Paul trap (section of z – r plane).
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Figure 2.
Simulation of a chlorine ion in nanotrap A at T=3 K in vacuum. The frequency of the AC
field applied is 318 GHz.
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Figure 3.
Dependence of stabilization time on the magnitude of applied voltages and the frequency of
AC voltages at 50 K. The simulation parameters are given by the legend in each figure.
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Figure 4.
The stabilization time and circulation radius of a chlorine ion inside trap A at various
temperatures. All the simulation were performed at Vdc = 200mV, Vac = 600mV, and the
frequency of AC voltage is 318 GHz.
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Figure 5.
Temperature dependence of the orbiting radius of a chlorine ion inside trap A. The
simulation parameters: Vdc = 200mV, Vac = 600mV, f = 318 GHz, The symbols are
calculated from simulations, and the curve is a fitting using equation r = 0.86√T.
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Figure 6.
Trapping of a chlorine ion inside trap B at 300 K. The trapping fields are Vdc = 80mV, Vac =
240mV, f = 20 GHz.
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Figure 7.
Trapping of a chlorine ion inside trap A with a biased voltage along the axis through the two
holes in the caps. The simulation was performed at near zero temperature (3 K) with Vdc =
200mV, Vac = 600mV, f = 318 GHz,. The driving field along the z axis is 75 mV/nm.
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Figure 8.
Trapping of a chlorine ion inside solvated trap A at 300 K. The trapping fields are Vdc = 4V,
Vac = 12V, f = 80 GHz.
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