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Abstract

The exquisite sensitivity of chemical shifts as reporters of structural information, and the ability to
measure them routinely and accurately, gives great import to formulations that elucidate the
structure-chemical-shift relationship. Here we present a new and highly accurate, precise, and
robust formulation for the prediction of NMR chemical shifts from protein structures. Our
approach, shAIC (shift prediction guided by Akaikes Information Criterion), capitalizes on
mathematical ideas and an information-theoretic principle, to represent the functional form of the
relationship between structure and chemical shift as a parsimonious sum of smooth analytical
potentials which optimally takes into account short-, medium-, and long-range parameters in a
nuclei-specific manner to capture potential chemical shift perturbations caused by distant nuclei.
shAIC outperforms the state-of-the-art methods that use analytical formulations. Moreover, for
structures derived by NMR or structures with novel folds, shAIC delivers better overall results;
even when it is compared to sophisticated machine learning approaches. shAIC provides for a
computationally lightweight implementation that is unimpeded by molecular size, making it an
ideal for use as a force field.
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1. Introduction

Nuclear spin interactions revealed by NMR spectroscopy contain a wealth of information.
Chemical shift values are the universal language for reporting the electronic surroundings of
the nuclear spins and for separating resonances to access other nuclear spin interactions in
NMR, which are central ingredients in a host of biomolecular investigations. Chemical shift
patterns are rich in information about local structure and individual relations such as those
between local backbone structure [1,2], nearest neighbors [3], and ring current effects [4]
have been described successfully years ago. However, understanding the complex interplay
between individual contributions, and thereby, the process of translating chemical shifts into
one-to-one geometric restraints for a protein has been very challenging.
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Motivated by successful demonstration that structures of medium size proteins can be
calculated with reasonable accuracy using chemical shifts as the only experimental data
source, there has recently been a renewed drive for a more refined and more detailed
understanding of the relationship between chemical shifts and structure [5-7]. For example,
using a stochastic search of the conformational space as a platform, it has been demonstrated
that the use of chemical shift information can obviate the more tedious derivation of specific
pair-wise correlations observed through spin—spin couplings in structure determination.

A prototypical approach relies on a series of steps involving, for example, sequence
homology and an empirical scoring function. Subsequent to building a large number of
structure candidate models from smaller fragments, the usual step is to use [8,9] the
chemical shifts information to score the fragments according to the agreement with
predicted chemical shifts [6]. Alternatively, chemical shift information can be used as a
pseudo force field to refine the structure models [5,7] by including it as an extra term in the
molecular force field definition. Because the sample space for fragment-based approaches is
constructed by using the space of known fragments, limitations in the representation of
fragments in the Protein Data Bank (PDB) [10] is reflected in the constructed space. This in
turn compels tradeoffs between the size of the protein, and the rapidly escalating
computational cost of search in the larger and less known conformational space. Interest in
establishing complementary methods, e.g., based on continuous fragment-free sampling
approaches, has led to important initial steps in this direction [11,12]. However, the ultimate
efficacy of the approach to funnel the structure from the nearby incorrect folds to
convergence depends on operational characteristics of accuracy, precision, smoothness, and
the practical computational cost of the approach. In particular, for chemical shift-based
approaches, achieving an optimal balance among the competing requirements of accuracy,
precision, smoothness (robustness), and computational cost can be viewed as the coveted
goal.

Apart from the operational characteristics of existing methods, their classification along the
methodological dimension is also informative. The ab initio/hybrid quantum mechanical
(QM) class relies on core physics principles that are complemented, to varying degrees, with
practical corrections to achieve good results. Empirical approaches, on the other hand, posit
a functional relationship with unknown parameters and estimate the parameters using
observed data. In a third class, methods based on machine learning, e.g. neural network-
based approaches, take a “black-box” input—output view and strive to optimize performance
of “machines” based on parameter selection and correction algorithms. Methods in each
class have their own strengths and are faced with their own challenges.

Ab initio calculations of chemical shifts for entire proteins are potentially accurate, but
computationally very challenging and impractical at present — and, so far, generally
considered not suitable for implementation within structure refinement protocols. For small
molecules, numerous studies suggest that QM calculations are sufficiently fast [13-19].
Therefore, peptide fragments with systematically varied geometry have been used as a
“basis set” for estimating shift contributions using QM approaches in order to sidestep the
speed issues. SHIFTS [20] and CheShift [21] servers are examples of such an approach
where approximations to global effects is built as a sum of contributions that depend on both
chemical composition and local structure. The spacing of points on the parameter grid of
peptide fragments is vital to the accuracy of the local basis set — a finer sampling grid
provides increased local accuracy but at rapidly escalating computational cost. The
procedure for summing the local contributions to obtain a global view is then key to the
various aspects of global accuracy, precision and robustness of chemical shift prediction.
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In the machine learning paradigm, geometric and structural input parameters and their
corresponding chemical shifts from a hand-selected set of tri-peptides are used to induce
“learning” in a multilayer feed-forward neural network machine [22]. Once the input and
output is specified, a host of existing neural networks software are effective in training a set
of unknown parameters to achieve “good” input—output correlations. For example, the recent
Sparta+ program [23] trains upwards of 8000 parameters in a neural network to achieve
good accuracy. Although trained neural network weights do not provide physically
meaningful insight, they can be trained to achieve smoothness with respect to parameter
changes. Nonetheless, the rule of thumb to avoid over-fitting, requiring the use at least 30
times as many training samples as parameters in the network [24,25], is often difficult to
achieve in practice. For instance, Sparta+ selects an exponential function class along with
>B8000 parameters to fit the data for each tri-peptide unit and uses a cross validation and test-
set procedure for asserting generalization ability. The challenging aspects in relation to, for
example, achieving the recommended number of samples (>240,000 for each tripeptide in
the case of TALOS+ [26]) or guarding against the potential for statistical bias in using hand-
selected data by employing cross-validation has been extensively researched [27-30].

In addition to a comprehensive comparison of the state-of-the-art methods, in this paper, we
present a new and complementary approach that advocates that use of careful and rigorous
trade-off between experimental data and analytical function classes and their parameters as
the basis for a more advanced empirical relationship between chemical shifts and structural
parameters. The function describing the empirical relationship can have a variety of
different forms, e.g. chemical shift prediction methods have been based on polynomials
[31], cubic bi-variate splines [32], and data-base look-ups [33]. To avoid over-fitting the
sparse experimental data, methods based on empirical relationships also benefit from being
derived using a smaller subset of lower dimensional structural parameters (henceforth
referred to as geometric parameters). A pertinent question is: how is a proper set of
geometric parameters established? Using too few parameters may result in neglecting
important information while conversely, over-fitting the experimental data may increase the
risk that the method will perform significantly poorer for proteins distantly related to the
proteins used for training the methods, in any case prompting the need for a rigorous
formulation. Current methods employ various torsion angle and distance parameters for the
nearest residues to parameterize the correlations, and a few parameters for long-range
features [22,31-33]. For example, the recent CamShift program [31] uses a collection of
distances, while ShiftX [32] uses systematic pair-wise correlations to increase the number of
geometric parameters. Once the geometric parameters are selected, the form of a potential
function to describe the dependence of the chemical shift on the different geometric
parameters is posited since a systematic procedure for choosing the most suitable function is
lacking. The last stage of parameter optimization by training is validated using cross-
validation and test sets — the test procedure is intended to act as a substitute for a rigorous
procedure for finding an optimal geometric parameter set that represents structure and
chemical shift correlations.

With this challenge in mind, we present a new empirical method called shAIC (shift
prediction guided by Akaikes Information Criterion), which uses a sum of contributions
approach to predict protein chemical shift. shAIC establishes a comprehensive set of input
parameters (see Fig 1), which is expanded by inclusion of secondary structure designation,
and devotes attention to long- and medium-range parameters in a nuclei-specific manner to
capture chemical shift perturbations caused by distant nuclei. shAIC applies an objective
parsimonious information-theoretic measure, Akaikes Information Criteria (AIC) [34,35], to
select input parameters and potentials that optimally describe the dependency of the
chemical shift on the structure. Analytic expressions derived in this manner are designed
with the aim of finding the smallest number of terms with the most significant input
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parameters having the largest influence. Furthermore, the shAIC potentials are designed to
be differentiable to facilitate future incorporation into conventional MD methods. In short,
by using a novel formulation, shAIC is aimed at achieving the higher accuracies of machine-
learning based methods at the same time as it maintains desirable smoothness properties and
parsimony.

To demonstrate the performance of this approach and relate our findings to previous work in
the area, shAIC is here compared with the newest, most accurate, and widely used methods
from all three classes of approaches, including SHIFTS [20], SHIFTX [32], CamShift [31],
Sparta [33], and Sparta+ [23]. Our extensive comparative study, highlighting the
importance, utility, and effectiveness of rigorous parameter selection, is intended as a
complementary view to recent detailed and extensive reviews on the subject [36-39]. As
will be shown below, in direct comparison, shAIC demonstrate a noticeable improvement in
accuracy when observed chemical shifts are compared against back-calculated chemical
shifts from more novel X-ray as well as NMR structures. The source for the increased
accuracy is informative as it can be attributed to a detailed formulation of long-range
parameters. To gain better insight, we analyze our results for subclasses of test proteins and
illustrate how existing methods can perform at nearly identical levels in specific subclasses
of proteins but may not perform as well on proteins distantly related to the training set. For
example, we show that when proteins distantly related to the proteins used in the training set
are used as a test subset, or when NMR structures are used as a test subset, the performance
of shAIC becomes superior to Sparta+. Our results demonstrate that careful, rigorous, and
parsimonious parameter selection can yield accurate, precise, robust, and informative
empirical descriptions without the need to pre-select the training set. In this work, shAIC is
presented primarily as a chemical shift prediction method and applications of shAIC towards
chemical shift-guided structure calculation is the subject of a forthcoming study. Herein
beneficial properties of a chemical shift prediction method for this application are addressed
by illustrative tests that focus on comparison between shAIC and Sparta+. We describe our
approach in intuitive terms and illustrate it using a few specific examples.

2. shAIC chemical shift prediction

The underlying model of the shAIC chemical shift prediction potential, the shAIC force
field, and the parameterization of shAIC using Akaikes Information Criterion is described in
detail in this section. Key aspects of the relationship between geometric parameters and
chemical shifts as well as their classification, is illustrated using the graphics and tabulation
in Fig. 1 and Table 1, respectively. The detailed definition of potentials and input parameters
are given in Section 2.4.

2.1. Definition of the shAIC predicted chemical shift

The chemical shift of residue, i, for a specific atom type, n, in a secondary structure, s, with
residue type |, is predicted using the sum of zeroth order terms (two constants), and a set of
mixed-order terms (a sum of potentials):

pred _ corr .. . .
Oin “5?.3.: +6:1.s.i+ZfJ (C,.n_s, x/.,) ;
j

where each potential fj is a differentiable function with continuous derivatives of the input
geometric parameter, ;i and dependent on a set of constants, ¢j s, determined specifically
for the given nucleus (n) and secondary structure (s) and the sum runs over an index

0

selecting all input geometric parameters. The constant, ¢, _,, is specific for the nucleus (n),

a0
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secondary structure (s), and residue type | of residue i. The constant ¢, . ; constitutes an
empirical correction that is dependent on the chemical shifts for the nuclei near atom type n
in residue i (vide infra, Eq. (15)). The different classes of input geometric parameters
including backbone dihedral angles, residue neighbors, secondary element length, flanking
residues, oxidized/reduced Cys, ring current, packing potential, backbone and side chain
hydrogen bonding (relating to the graphics in Fig. 1) are summarized in Table 1. In contrast
to standard global representations for functions (e.g., Fourier series), the representation used
in shAIC is that the collection of potentials {fj} used to represent the chemical shift does not
necessarily form an orthogonal set. The model proposed by shAIC uses an underlying set fj
that is commonly referred to as over-complete (a frame) [40]. The over-complete
representation in shAIC combines functions with strong localization properties with
functions that account for more global effects — a combination that is suited to chemical shift
modeling. A detailed description of all shAIC potentials is given in Section 2.4.

2.2. Selection of models and Akaikes Information Criterion

To streamline the interpretation of derived parameters, ShAIC clusters parameters into
physically and logically meaningful subsets as exemplified in the graphical representation of
Fig. 1. Input geometric parameters are combined into vectors to account for specific physical
interactions such as ring current effects, hydrogen bonding, and packing of the atom within
the protein interior. For example, several distances to the aromatic carbons are combined to
provide the geometric basis for the ring current potential. Likewise, parameters such as
hydrogen bond length and angle between donor and acceptor atom expected to influence the
chemical shift are included in the parameterization of the potential describing hydrogen
bonding (see all details in Section 2.4). To construct a potential, which accounts for medium
range structure, the secondary structures of the residues considered to be “near” the residue
under investigation are combined through the introduction of the secondary element length
parameter — which counts the number of residues having identical secondary structure along
the sequence starting from residue i. Each potential is fitted (see example in Fig. 2)
separately for all different nuclei and secondary states.

All geometric input parameters of the same class, e.qg. all torsion angles and bend angles, are
grouped and a predefined potential list providing a limited choice of possible models is
provided for each class (see Table 1). During the development phase of training shAIC, the
most appropriate model is selected from this list. As an example, for torsion angles the
potential is a periodic cubic spline and the different models in the choice list is the set of
periodic cubic splines (vide infra, Eq. (5)) that differ by the number of knots (related to the
number of cubic segments). This approach exemplifies our adaptive procedure that enables
the expansion of a parent model into different specialized sub-models. For a given model,
the spline coefficients are the unknown parameters and are determined using the training
data (see Fig. 2a and Eq. (5) in Section 2.4.1). A procedure used multiple times for
providing diverse specialized sub-models in shAIC is to use residue-specific constants. In
the case of the torsion-angle potential an advanced model allows the spline coefficients to be
different for each residue or residue neighbors. In order to further capture key parameters
and to provide expandability, shAIC provides a diverse input parameter set incorporating a
number of virtual dihedral angles (visualized in Fig. 1 and summarized in Table 2) as part of
the torsion angle class — e.g., the dihedral formed by four sequential Ca atoms (see Table 2
and Fig. 3). For each such angle, the appropriate model is selected from the model list.

In the present setup, shAIC is parameterized using experimental chemical shift data
extracted from a training set of 681 protein chains from high resolution X-ray and NMR
structures from the refDB database [41] with less than 25% sequence identity between any
pair of chains. One criterion for selecting the most appropriate model for a class is obviously
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that the model should provide the best agreement between observed and predicted shifts in
the training set. It is natural to expect that a model with more parameters may provide a
better fit, but increasing the number of parameters risks over-fitting of the data. Hence, the
appropriate model is a balance between the better fit and fewer parameters. Model selection
remains a highly vigorous area of research where numerous existing methods are being
actively complemented with new approaches and improvements. As a consequence of the
diversity in operating characteristics of model selection methods, it is necessary that the
results of any specific model selection criterion be examined using an arsenal of standard
diagnostic methods — for example, measure of fitness, correlation coefficient, cross
validation, and ROC curves (see Section 3.3.2). A common practice is to hand-select the
training data and procedures, develop the model, and then test the model using cross-
validation for over-fitting. Although intuitively attractive, this approach has the risk of being
inadvertently used for data subset selection and fit optimization. One way to prevent this
pitfall is to incorporate model selection methods in the initial stages of the process and then
use a second model selection procedure, post model fitting, to confirm that early model
selection satisfies performance criteria. Methods in the family of AIC [34,35,42] and BIC
[43] (Section 4.1.3) are among the better known and often-utilized methods for early model
selection and they enjoy convenient relationships with cross validation. It is known that
using large sample sets causes AIC to overfit the data, while BIC will underfit the same data,
but the crossover point (between over and under fitting) is dependent on data. In addition, in
linear models leave-one-out cross-validation is asymptotically equivalent to AIC, while
leave-k-out cross-validation is asymptotically related to BIC [44-49]. Furthermore, it is well
known that unbiased estimates of the generalization error based on several model selection
methods do not produce consistent estimates [50]. In light of these findings, and because we
do not know a priori the crossover point with respect to the number of our chemical shift
sample points, we adopt a multipronged strategy. We use the AIC model selection strategy
in order to maintain parsimony while we do not underfit if the sample size is in the low-
medium range. To check for over-fitting, and as a second stage verification of AIC, we use
leave-k-out cross-validation (leave 10% out in our cases). We further test for accuracy and
sensitivity using correlation coefficient, residual errors, and ROC curves based on training
data sets as well as withheld test sets. Since our subsequent leave-k-out cross validation tests
do not exhibit signatures of over-fitted models, it is reasonable to suggest that AIC has
produced parsimonious fittings.

Akaikes Information Criterion (AIC) [34,35,42] is an information-theoretic model selection
criterion founded on minimization of the Kullback-Leibler information and likelihood
inference that selects the model that fits the data best defined by the optimal balance
between bias and variance. Thus, this selection criterion incorporates two properties of, fit
quality, and parsimony, by selecting the model that obtains the lowest value of AIC, which is
a function of the fit residual and number of parameters, by iterating over a set of models
indexed by M. Accordingly, for each input geometric parameter of class, J, one optimal

2

potential from the set of models M (f,', FERER f,M) is rigorously selected:

AIC,=AIC(f!") =nln (RSS/n) +2P,, @

Here n is the number of data points in the training set, Py, is the number of parameters
(constants) required by model m, and RSS is the residual sum of squares of the difference
between observed and predicted shifts as defined in Eq. (16) (vide infra). AIC enables
ranking of different models with different numbers of parameters. By including the Py, term
AIC discourages over-fitting and the model with lowest AIC will have the optimal
agreement between accuracy and complexity. The principle of optimal model selection
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using AIC is illustrated in Fig. 2 for the case of torsion angles. The residual RSS (Fig. 2b)
decreases steeply with increasing model complexity (the addition of the first few knots in
the spline model) and levels off at a higher number of knots. The competing contribution
from the fit (represented by RSS) and the number of parameters (P, in Eq. (2)), forces a
compromise between model complexity (number of knots), and the quality of the fit —
yielding a relatively more parsimonious description (see also Section 4.1 for a discussion of
the consequence of using AIC for model selection).

AIC does not provide a measure to assess if a model is valid, but only enables comparison of

models. Throughout the shAIC parameterization, we used a trivial “null-model”, f“ 0 with
Po =0 (Eq. (2)) for comparison — using a non-trivial model only if AIC of the derived model
is lower than the AIC for the trivial model. For the trivial model,

AICy=AIC (]‘f) ) =nln (RSSo/n), where RSS denotes the RSS of the training set before
applying the potential. Accordingly, a geometric parameter was not used if we could not
find any model m for which the following relationship would hold:

RSS,
AIC, <AIC, = P,,1<§1n( “).

RSS (3)

This procedure provides for an unbiased and optimal approach to trim the initially large set
of geometric parameters in order to retain only the most relevant parameters. In addition to
serving as an essential step for efficient computation, this step is significant as it
encapsulates only the most important determinants of the chemical shift among short-,
medium-, and long-range geometrical parameters.

shAIC utilizes the secondary structure information to capture correlations between other
structural parameters that are pronounced only when the secondary structure state (helix,
sheet, and coil) is known. This enables incorporation of additional and sensitive input
geometric parameters, but requires the small additional cost of running the program DSSP
[51] first to calculate the secondary structure.

2.3. The shAIC chemical shift force field

While shAIC is directly applicable for predicting the chemical shift, it is also
straightforward to use this expression when the observed chemical shifts are known to
define a force-field energy, Eqhifi, Serving the inverse purpose, namely calculation of the
structure from the observed chemical shift.

2.3.1. Definition—The shAIC chemical shift pseudo energy contribution is defined as the
sum over the scaled differences for each residue, i, and atom type, n:

obs z cd
ﬁl”ff ZZ ( 6: iz 611:1 /0-1 n +In (0-1 ’7))

(4)

where the scaling factor, g; ,, is defined as the rmsd of the observed vs. predicted shift in the
training set for each residue type in a specified secondary structure state. The final term,
involving the logarithm of g ,, prevents bias towards secondary structures with the largest
scaling factors during structure calculation; an essential property since, for example, coil
states have larger scaling factors relative to the other states, and hence if the logarithmic
term was not used, the structure calculation would be biased towards coiled states.

Prog Nucl Magn Reson Spectrosc. Author manuscript; available in PMC 2013 January 1.
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2.3.2. Procedures for calculation of structural models—To test for correlation
between structure and chemical shift energy, 512 structures were calculated for the protein
with pdb id 1srr (one of the two proteins in the CS-ROSETTA [6] set with a solved X-ray
structure) using Xplor-NIH [52]. The structures were calculated using torsion angle and
distance constraints with target values measured for the reference structure (pdblD = 1SRR).
In addition, the DELPHIC torsion-angle [53] and radius of gyration [54] potentials were
used. Eight different structure calculations were performed, each using a different number of
non-redundant randomly chosen distance restraints (including long-range), being
approximately 20, 40, 80, 150, 250, 500, 1200, and 3000. Each distance restraint was chosen
for short distances, d < 7 A, between two protons, Hx(i) and Hy(j). The upper and lower
bounds were set to 0.15d. For each group an ensemble of eight structures were calculated
and eight such ensembles were calculated, a total of 64 structures, with different
initializations of the random distance restraints. Finally, the 32 structures from each
individual group (of 64 structures) having the lowest total force field and restraint energy
(not shAIC energy) were kept for further analysis (i.e., the best half). The structures were
calculated using a standard simulated annealing protocol heating slowly from 100 K to 3500
K while slowly ramping up the energy constants for the different types of restraints and in a
second phase cooling the system slowly from the 3500 K to 100 K while slowly decreasing
the restraint weights and increasing the van der Waals radii of the atoms. We note that the
1srr structure (or any homologous structure) later used for demonstration is not part of either
the training set or the control set of proteins.

The shAIC chemical shift pseudo energy was calculated using Eq. (4), the rmsd in the
training set between observed and predicted shift broken down into residue and secondary
structure type was used as the scale constants, o; ,, and the secondary structure was
calculated using the program DSSP [51]. Similar chemical shift pseudo energy calculations,
using the same equation, were performed with Sparta+ predicted chemical shifts and using
the same scaling constants as used for calculating the shAIC chemical shift energy. The
observed correlations for this procedure are discussed in Section 4.4.1.

2.4. Definition of individual chemical shift potentials used by shAIC

During parameterization of the shAIC force field, a predefined list of potentials is provided
for each input parameter class. For each class, simpler and more advanced models are
provided in advance and as discussed above, the more advanced models will naturally
provide a better fit but risk over-fitting which is why the optimal model from this potential
list is chosen using the Akaikes information criterion (see Section 2.2). The different classes
and corresponding input parameters are summarized in Table 1. For all potentials, the most
basic model is the one for which the input parameter is not used, as expressed formally:

/7"=0. Other models are defined in detail below using the nomenclature that identifies a
given atom in the residue with the index i, and secondary structure state with the index s.
shAIC provides eight main classes of potentials: generalized torsion angle, side chain torsion
angle, residue neighbors, secondary element length, flanking residues, ring current, packing
and hydrogen bonding potentials, along with the potentials accounting for oxidation states of
cysteine, cis/trans conformation of the peptide bond and an empirical correction for
correlations between different chemical shifts in the same residue. The motivation for, and
the impact of, choosing different models for the above physical interactions has been
extensively discussed in detail previously [32,33] — therefore, this subject will not be
covered exhaustively here in order to devote our major attention to the application of AIC to
choose the most appropriate model among a selection of models.

2.4.1. Generalized torsion angle potentials—The conformation of the backbone
torsion angles account for a large part of the variation in the chemical shift and hence it
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presents a key step for parameterization. A bivariate spline [32], and sums of trigonometric
functions [31], have been used previously for this purpose. shAIC applies a univariate

periodic cubic spline for this task: potentials for different angles, f,,, are given by

f;:,::l:g @) =p (t, €ms 0) (5)

where p is a univariate cubic spline polynomial [55], with m knot points, t,, (not necessarily
equidistant), and spline coefficients ¢y, (a knot point is the position at which a spline changes
(smoothly) from one cubic polynomial to another.) The angles @ are angles or dihedral
angles from the set defined in Table 2, and they include a large set of virtual angles between
atoms, not connected by bonds (see Fig. 3) — these angles offer flexibility and expandability
to the model proposed by shAIC. Fig. 9 (vide infra) illustrates that the most important virtual
angles as determined by shAIC have lowest AIC in relation to the experimental data. In this
context, different models are splines with different number, m, of knots. In the case of
dihedral angles, the spline is a periodic spline with the corresponding m + 1 spline constants
giving a total of 2m + 1 parameters. Alternatively, for bend angles (normal angle defined by
three points) non-periodic splines are used with the corresponding m + 4 spline constants
giving a total of 2m + 4 parameters; in this case the two end-points are also used as knot
points. The selection among models with respect to the number of knots is performed
simultaneously with choice with respect to spline coefficients: a further option is to use
specific spline constants ¢y, = ¢ (R) for each different residue R or for each different
neighboring residue (and the same knots for all). In this case, we would have P, = m + 20(m
+ 1) = 21m + 20. The model number, and whether to use residue-specific constants, is
evaluated and tested form=0, 1, ..., 9.

2.4.2. Side-chain dihedral angle potentials—The side chain adopts three main
conformations for each bond free to rotate, mainly, gauche+, gauche—, and trans, which are
the ranges, 0° to 120°, —120° to 0° and 120° to 180° combined with —180° to —120°,
respectively. The side-chain potential, fsc(x), encodes this information and provides a
smooth interpolation between the three states using a switching function, SW(x, 1, u), that
maintains differentiability:

¢y, 40°<y<80°
c1SW (x, 80°,160°) +c3, (1 — SW (y, 80°, 160°)), 80°<y<160°
ey = ¢z, —80°<y< —40°
TSI eaSW (y, —40°,40°) +cq, (1 — SW (y, —40°,40°)) , —40°<y<40°
c3, 160°<y or y< — 160°
3SW (x, —160°, —80°) +c2, (1 — SW (y, —160°, -80°)), —160°<y< — 80°  (g)

0, x>u
1, ax<i
SWluwy=q 2, 50, o
T i ) S
([-—u-) (7)

In Eq. (6) y denotes any side chain dihedral angle y,. We note that fsc(y) has the same form
for all types of side-chain torsion angles that are free to rotate and is evaluated at a residue
specific basis. This implies that fsc(y) can be either “on” (three parameters) or “off” for a
certain side-chain torsion angle in a certain residue.
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2.4.3. Backbone dihedral angle potentials—This potential, fp4(w), for the peptide
bond dihedral angle, w, has the same expression as the above fgc potentials but with only
two constants — one for the cis (—30° < w < 30°), and one for the trans (150° < w < 180° or
—180° < w < —150°) conformation with a switching function providing a smooth
interpolation between the two states to provide differentiability as in the above.

2.4.4. Residue neighbors potentials—The nature of a neighboring amino acid has a
large impact on the chemical shift, in particular for °N. The residue neighbors potential,
frn, can also include the neighboring amino-acid side-chain conformation in the more
advanced model and can, hence, be either a constant (model 1) or three constants (model 2)
depending on the y; angle of the neighboring residue as described in the fgc potentials with a
switching function interpolation between the three states.

2.4.5. Secondary element length potentials—It is desirable to include medium range
information from the structure into the chemical shift prediction. This is accomplished in
shAIC through incorporating the length of the secondary elements. For instance, the
chemical shift is expected to be different in the middle of a helix compared to the end of the
helix due to a different hydrogen bonding pattern in particular. The secondary element
length (SEL) potentials, fsg| , operate on the residue type, R, of residue i and the secondary
element length, 4, which in the + direction is defined as the smallest number, k, such that
residues i and i + k have different secondary structures (i.e. a primary-sequence “distance” to
the end of the element):

fo (A R) =7, (b (B)) (®)

where 7R is a one-to-one look-up-table with a constant for each value of the argument,
bm(4), and by (4) is a function binning similar values of 4 together. The models differ in
having a larger number of bins for more advanced models and with an advanced option to
use different look-up-tables g = tr(R) for the 20 different amino acid types, R. Some
illustrative examples of results obtained from using this potential is discussed in Section
4.2.3 below.

2.4.6. Flanking residues potentials—Just as the nearest neighbor has an effect on the
chemical shift, the next neighbors are important to some degree too. The flanking residues

potentials, f,, are implemented in the same way as the nearest neighbor potentials. shAIC
decided during the training phase whether a particular next neighbor is important.

The flanking residue potential, £, corresponds to adding a constant to the chemical shift
prediction depending on the nature of the amino acid next neighbor and of the conformation
of this residue in the advanced models. To be more precise it maps a constant for each value
of residue type, R, secondary structure, s, and the side chain angle canonical values (gauche
+, gauche—, and trans) for y; (if defined) for a flanking residue with residue number, k:

75(s), 1<k<N and s#s;
f:lz(syR?X]sSivak): Tm(R~X])- 1 SkSN and S=S;
co, k=1 or k>N )

where N is the highest residue number, 75 is a look-up table mapping a constant for each
different value of the secondary structure, and z, is another look-up table. In the most
advanced model, z, maps a different constant for each combination of R and y1. In this case
a switching function is used to interpolate differentiability between the three different
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canonical values for y1. In a simpler model, only 20 different constants are used for the
different amino acids (i.e., the side chain conformation is not used). Simpler versions of
these models are defined by grouping residues into seven classes of beta-branched (lle, Val,
and Thr), aromatic (Phe, Tyr, His, and Trp), amide Cy (Asn and GlIn), sulfur containing (Met
and Cys), Gly, and Pro in single amino acid classes, and the rest in a common class (Ala,
Ser, Asp, Glu, Lys, Arg, Leu) assigning only one constant for each group. Grouping these
two options yields four different models. In the most advanced model the number of fitable
parameters are: 17(20 amino acids excluding Ala, Pro and Gly having no flexible y; angle) -
3+ 3 (Ala, Pro and Gly) + 1(Cq) + 2(the two other secondary structures) = 57. The second
most advanced model as previously but grouping the residues into five groups (and Gly and
Pro in separate single-member groups) yields: 5 - 3 + 3 + 2 + 1 = 23, the non-grouped model
not using side-chain conformation: 20 + 2 + 1 = 23 and the most simple model grouping in
the total of seven groups requires 7 + 2 + 1 = 10 parameters.

2.4.7. Oxidized/reduced Cys potential—The oxidized/reduced Cys potential, fogr, has
one simple non-zero model (not depending on the structure) that assigns two different
constants for Cys if it is either oxidized or reduced.

2.4.8. Ring current potentials—The point-dipole model [56], which is a function of the
distance to the ring and the angle with the ring normal, offers a good approximation for the
ring current effect on the chemical shift [31,57]. In order to alleviate the need for
determining the best plane through the ring atoms, shAIC uses an approximation based on
the standard deviation among distances from the ring atom to the sensing atom. The ring

current potential, f., for a certain aromatic residue, j, is defined as:

RC?

fre (pj, o-j) =kpp; (Aj cos 0'j+Bj) , pFZd}f, o j=std (kLEdeik)

kej (10)

where std(Uy 4dik) denotes the sample standard deviation among distances, di, from the
given atom in residue i to a side chain carbon, k, in the aromatic residue j, denoted by the
set, Ukdik, and the sum and set is taken over all such side chain carbons in residue j. The
constants, kg, Aj and Bj take three different values in the different models for this potential.
In models 1 and 2, kg is kept fixed at 1. In model 1, Aj and B; are the same two constants for
all aromatic residues, j, and are different constants in models 2 and 3. In the most advanced
model (model 3), kg is a different constant for each residue type, R, sensing the ring current
effect. The geometric interpretation is that an atom placed directly above the ring center
would have a standard deviation among the distances that is very small (gj ~ 0) whereas an
atom within the plane of the ring would have a much larger standard deviation, g;. In fact, it
can be shown that for a perfectly planar ring the expression converges towards the point-
dipole approximation as the number of ring atoms approaches infinity for the proper choice
of constants.

2.4.9. Packing potential—The effect of solvent exposure is expected to have a high
impact on the chemical shift. This effect is incorporated in the packing potential, fyack, using
the sum of distances to other carbon atoms (raised to power —3 to model different degrees of
packing):

ns _n n,s 7 -3
A A D VD W =
J=0,.0i=S i+S.,...,Nkeres(j) (11)
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where p! is the input parameter and dy is the distance from atom n in residue i to a side
chain carbon, k, in another residue j. The sums are taken over all residues separated by at

least five residues from residue i. A* and B/ are constants, which can be different for
different secondary structure designations and different atom types. There is a choice of two

models: in the simpler model A’ and N;* are the same constants for all different residue

types, whereas in the more advanced model A7 and B/"* are different constants for each of
the 20 different possible amino acid types | of residue i. The effect of using the packing
potential is discussed in Section 4.3.

2.4.10. Hydrogen bonding potentials—The effect of hydrogen bonding is modeled
using the geometry of the hydrogen bond in terms of the hydrogen bond length and
orientation as measured by the angle between the involved donor and acceptor atoms and
either N (or Ca in case of Ha hydrogen bonding) or C’. The hydrogen bonding potentials,
fug, are the most elaborate and the model is selected from four possible models:

I =A+ (Cp?+B+D9) s, (12)

HB

where s is a scaling factor for smooth interpolation between free and hydrogen bonded
geometries:

s=SW (—p, —Pons poﬁw) SwW (19, Dons ﬂoﬁ-) SwW (—y, Hons yqﬁ) , (13)

P=Toy (14)

where the input parameters are defined in the legends to Tables 1 and 2 and Fig. 4. A, B, C,
D, g, pon < 3.0, and zgn, von < €0s(1002/180) are the eight free fitable parameters. pof = 3.0,
and uoff = voif = €0S(1007/180) are fixed constants not used in the fit. In the simpler models
defaults for the constants not included in the fit are used: C=0,D=0,q=1, pon = 2.773,
Von = €05(1507/180) and uen = c0s(1107/180). In model 1, only A and B are fit-able
parameters. In model 2, only A, B, and C are fitted. Model 3 is the same as model 2 but with
different values for A, B, and C for the different residues (60 parameters in total). In model
4, all eight constants are included in the fit.

2.4.11. Side-chain hydrogen-bonding potentials—The side-chain hydrogen-bonding
potentials, fscyg, are modeled with the same expression but fewer fitable parameters
compared to the main-chain hydrogen-bonding potential. The potential, fscyg, has one non-
zero-model. For n = Ha or n = Hy a special potential for hydrogen bonding of this proton
with a side-chain acceptor atom in Asn, Asp, Glu, GIn, Ser, or Thr is tested. The same
expression as for the main-chain hydrogen bonding is used with defaults A=0,D =0, q =1,
Poff = 3.0, toff = voff = €05(1007/180), tion = von = €05(2007/180). B and pyf < 3.0 are free
parameters allowing two different values for B for the carbonyl acceptor class with residues
Asn, Asp, Glu, GIn and sp3 acceptor class oxygen of Ser and Thr. C = 0 is used for the Ser
and Thr case, whereas C is a free parameter for the carbonyl acceptor class giving a total of
four free parameters.

2.4.12. Correction term for other chemical shift effects—The chemical shift will
also be affected by factors other than the structure or the primary sequence; for example,
referencing errors, buffer conditions local mobility and isotope effects. It is expected that
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such factors will be correlated among the chemical shifts of nearby atoms. Hence, a

COYr

correction term, 6, .; in Eq. (1), is applied to correct empirically for such factors. The

”

constant &, ; is dependent on the chemical shifts for the nuclei near n in residue i, defined
as:

orr_ . obs ve
65'1.3,1'_ Z dL.R,— (6k _51;,1)

keN, k#n (15)

where the index set k e N denotes all backbone and Cp and Hf3 atoms close to n which are

the atom in the same and the neighboring residues, 6¢”* and d;; denotes the observed and
average chemical shift, respectively, of atom k and the average is for atoms of the same
residue type, I, and secondary structure and a, g (which can be zero indicating that the
corresponding atom is not used) are the fit-able atom specific constants. AIC is used,
analogous to the fitting of the potentials, to determine if the constants should be zero,
common for all residues or residue type specific if the advanced model is chosen.

2.5. Protein structure datasets

The refDB database [41] (from January 2008) was downloaded and used as the starting
point for the derivation of the dataset, yielding a set of 1565 protein chains from protein
structures determined by X-ray crystallography or NMR and their corresponding uniformly
referenced chemical shifts. Of this set 1063 were selected having a resolution of, R < 2.5 A
for X-ray structures. For NMR structures, the rmsd between the representative model and
the other models of the ensemble was required to be <2.5 A for a heavy atom best fit of
either all residues or all residues in helices, sheet or turns which were defined as the E, H, or
T records calculated by DSSP [51]. Note that our enforcement of this requirement for the
NMR structure does not imply that NMR structures have a comparable accuracy to an X-ray
structure with an rmsd of 2.5 A. This set was further filtered using the PDB_SELECT
algorithm [58] selecting chains having <25% sequence identity using a customizing quality
function ensuring that the chains with highest quality and with the most assigned chemical
shifts were kept. This final filtering yielded the set designated as S, which is a set comprised
of 681 chains of which 233 are from high-resolution X-ray structures. The bmrIDs and
pdblDs for all these chains are provided in the Tables A2 and A3 in Appendix A. The X-ray
structures were protonated using the program reduce [59], the secondary structure was
determined by the DSSP program [51]. Here “E” records are referred to as sheet states, the
“H” and “G” (alpha-helix and 3-helix, respectively) records as helix states and the rest of the
records as coil states. Distances and torsion angles in the protein were measured using the
programs MMLIB [60] or BioPython [61]. For X-ray structures, crystal contacts and true
oligomeric contacts were differentiated using the program PISA [62] and by visual
inspection.

A control set of structures was derived using the same procedure as above but this time
using the refDB database as of August 2009 comprising 2115 entries and keeping only the
X-ray structures having a resolution R < 2.5 A. By using PDB_SELECT [58] all chains with
>25% sequence identity with any chain in the set S; and among chains within this new set
were removed yielding a control set S, of 38 chains. Since the Sparta+ machine learning
approach had the best performance among existing software, two subsets were derived from
S, for test purposes. One subset consisted of chains that have less than 25% identity to either
training set — shAIC or Sparta+. The second set focused on selecting a subset from the 38
chains that have an NMR structure corresponding to the X-ray structure. Sequence
alignment was carried out using the pdbSelect procedure [58]. The matching between NMR
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structure and the corresponding X-ray structure was accomplished using the BMRB website.
The bmrlIDs and pdblDs for all these chains are provided in Table Al in Appendix A.

2.6. Parametrization of shAIC

Prior to applying shAIC to predict the chemical shift of an unknown protein, the set of
parameters that define the shAIC chemical shift predictor need to be determined. Once the
constants, ¢j ns, and potentials, fj, are known, then Eq. (1) is applied for each backbone atom
after calculating the geometric parameters. In order to determine the unknown parameters of
our model, the derived database of 681 protein chains with their corresponding assigned
chemical shift (the training set) was used to obtain an optimal fit for constants and the
potential functions for each j, n, and s.

The parameterization was accomplished in an iterative process grouping all nucleus and
secondary structure types as a data set and fitting each different class, J, sequentially
through four cycles. Each input parameter k = J was fitted separately for all possible models,
m, keeping the other potentials and constants for j # k fixed using:

RSS= Rss'"_ZZ ASink — ck,,s,x,/))z,

(16)

where the chemical shift residual, Adj,  is the difference between the observed chemical
shift and the chemical shift calculated without contribution from the potential, k:

b'<
A6i$n,k:6;}.ns - ,7 st 6(0” + E f) Cjn,s» Xi, /
J#k (17)

and f; = 0 was used in the first iteration for all potentials that were not yet fitted.

Potential AIC-based model-selection bias toward normally distributed data can lead to
tendencies towards selecting the models with most parameters — particularly if outliers are
present or if the data is over-dispersed in general [42]. This scenario is properly dealt with
using the following procedure: at each step of the iterative process, all data points with

|A6i.n,/(| ST
(Abini), (18)

where (Aéi,n,k)s denotes the sample standard deviation of Ad; ,, x among all the data with
same secondary structure, are not included in the fit for T = T (ca. 2% of the data points)
and removed completely from the database. The value of Ty was systematically varied. At
To =5 ~0.5% to 1% of the data points were removed, while at T = 3 approximately 2% of
the data points were removed. Varying Tg between 2 and 4 had little impact on the accuracy
of shAIC as judged by the performance on the 38 chains test set, with T = 3 being the value
yielding the lowest rmsds and, hence, this value is used consistently throughout. Outlier
residues are removed using a criterion similar to that above with respect to the sum of the
squared errors of the shift residuals within the residue. The threshold is computed dependent
on the number of assigned chemical shifts in the residue using a transformation from the chi-
squared distribution to a normal distribution [63] and using T = 5 as in the above.
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Potentials are fitted using either closed analytical expressions, or a least squares fit applying
a Levenberg—Marquardt algorithm [64,65] or a more advanced method (used for the non-
linear model for the hydrogen bonding contribution); the Nelder—Mead down-hill simplex
algorithm [66]. The torsion angle contribution is fitted using a combination of a spline fitting
[67] and a simulated annealing procedure provided through the python scientific computing
package [68]. All calculations were performed on a Pentium 4 Linux workstation equipped
with 2 cores with 3 GHz processors, or on an AMD/Opteron computer cluster using eight
parallel 2.3 GHz processors.

3. Performance of shAIC chemical shift prediction

In this section, the performance of shAIC for prediction of protein chemical shifts is
evaluated and compared to existing methods. In addition to relative measures on chemical
shifts, the results also address the capability of shAIC to include longer-range interactions in
the prioritized parameterization. This may shed interesting new light on important
experimental measurements as well as structural determinants. The results outlined here will
be discussed in more detail in Section 4.

3.1. Criteria used to evaluate the performance of shAIC

The performance of shAIC was evaluated based on tests that stress accuracy, precision, and
robustness i.e. the ability to generalize beyond the training set. The multifaceted procedure
used to test shAIC provides substantial and detailed information regarding its performance
characteristics on several methodically selected subsets that highlight the challenges in
chemical shift prediction. Other relevant properties of shAIC such as smoothness,
explanatory power, and speed of computation are dealt with in Section 4. The accuracy and
precision of shAIC is tested relative to state-of-the-art methods using several detailed
performance measures that include NMR and X-ray structure subsets in order to identify
performance characteristics that are otherwise difficult to discern. The generalized
performance of shAIC is measured using a “held-out” test set as well as a cross-validation
procedure as a measure of the robustness of the method aiming to justify that shAIC is
applicable not just to certain special cases of structures. The tests include a partial-area-
under-curve measure that identifies accuracy-performance trade-offs for other approaches
along-side shAIC and performance analysis on different ranges of chemical shifts and
robustness in the dependence on secondary structure.

3.2. Absolute performance of shAIC

In this section we analyze the absolute performance of shAIC using different quality
parameters and validation techniques. Performance in specific cases within shAIC is
compared whereas comparison to other methods are described in Sections 3.3 and 3.4.

3.2.1. Performance on the “held-out” set—A control set of 38 protein chains from
high-resolution X-ray structures was constructed (see Section 2.4) with less than 25%
sequence identity to any chain within the training set (used to parameterize shAIC) and
within this control set. This set was used for the evaluation of the rmsd between observed
and predicted chemical shifts (Table 3 part B). We also evaluated the square of the Pearson
correlation coefficient (coefficient of determination), R2, for predicted vs. observed chemical
shifts in this set. Since different amino acids have markedly different average chemical
shifts, it is relevant to analyze the correlation for observed vs. predicted secondary chemical
shifts, i.e., the shift minus the average chemical shift, for the specified atom and residue
type. Furthermore, we analyzed the correlation for the tertiary chemical shift, i.e., for

el — 5™ vs, 677 — 8° where 677 and 87> are the predicted and observed chemical shifts,

in ns.d in
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respectively, and 6" is the average chemical shift in the training set of the particular atom
type, residue type, and secondary structure. This refinement uses the already known
secondary-structure states in order to gain more detailed insight into the dependence of
prediction performance on structural state. This definition makes the statistical comparison
among different nuclei more meaningful. Henceforth in this section, RZ will be reported for
the tertiary chemical shift. As would be expected, R? for secondary, and more so for tertiary
chemical shifts, is lower when it is compared to the same values for the “uncorrected”
chemical shifts. The mean R2 (tertiary chemical shift) for shAIC is 0.53 averaged over all
atoms — with the highest values for 15N (0.653), implying that the 1°N chemical shift offers
most information on the structure in cases where the secondary structure is considered
known. The high information content for 1°N is notable since 1°N is often regarded as the
most difficult chemical shift to predict. It is also observed that shAIC shows the highest
correlation in regions identified as sheet secondary structures, while it demonstrates lower
correlations for helices and coil states. This is probably because the high variation in the
structure of B-sheets compared to helixes. The relatively low correlation in the coil states
despite the larger variation in structure is probably due to more disorder in these states.

3.2.2. Cross-validation—We also performed a cross-validation test to further
substantiate the shAIC method by splitting the 681 training set into 10 equal parts and for
each set only using the other nine sets to derive shAIC used for the prediction (see Section
2). The rmsds (for all cases of atom types and secondary structure classes) for the unified
left-out sets between observed and predicted chemical shifts is on a par with the rmsds
obtained by using the control set. Because the control set contains only X-ray structures,
whereas the training set contains both X-ray structures and NMR structures, small deviations
are likely and are reasonably attributable to the differences in the control and training sets.
In practice, taking into consideration the approach taken by shAIC for the selection of
minimal training data set, and the active selection of the smallest parameter set, the slight
increase in rmsds in 10-fold cross-validation by ca. 10% is expected (see Table 3, part B). A
more detailed discussion is provided in Section 4.1.3.

3.2.3. Analysis of residuals—Analysis of the variations in the errors is useful for
diagnosing problems and identifying regions for further improvement. We measure the error
in the prediction (residual) as a function of the true secondary chemical shift and examined
the results for bias in distribution in any region. Our observations suggest that the errors are
relatively even across the range of shifts (see Fig. 5). However, as would be expected, for
extreme chemical shifts (those typically beyond three standard deviations of the mean), the
observed errors show bias. In other words, a certain nuclei having very low value for the
chemical shift typically over-estimate the chemical shift in the prediction and vice versa
(this dependence was similar for Sparta+). Our results therefore suggest that shAIC will be
useful for chemical shift prediction in most cases.

3.2.4. Dependence on secondary structure classification—shAIC uses the
secondary structure to switch between the parameter sets related to different secondary
structures. This requires the secondary structure to be determined before running shAIC and
this can be accomplished quickly by running DSSP [51]. When using shAIC as part of a
structure calculation, the secondary structure should be updated at regular intervals using a
definition similar to DSSP. It can be argued that “misclassifying” the secondary structure
would lead to errors or, put in another way, a residue at the ends of, e.g., a helix would be
“in between” a coil and an o helix and that the predicted chemical shift would depend
irregularly on the classification. To analyze this scenario, the residues in the evaluation set
of 38 proteins found at the ends of the secondary elements were misclassified to a coil
residue. The rmsds between predicted and observed chemical shifts for these residues
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increased only slightly, ca. 10% on average (see Fig. 6), indicating that ShAIC is robust with
respect to the mis-assignment of the secondary structure at positions on the border between
coil and structured state. The largest difference is observed for helixes for Co and Cp. This
is not surprising since the chemical shift for these atoms vary considerably with the
secondary structure. From an opposite point of view, this dependence on the secondary
structure classification (albeit weak) would help in determining the secondary structure by
minimizing the shift energy (Eg. (8)) during structure calculation (Section 4.4). It should be
noted that shAIC does not require that the secondary structure determined by DSSP before
chemical shift prediction is the “true” secondary structure in reference to some universal
state, because the DSSP determined secondary structure is only used as a means to expand
the parameter set.

3.3. Performance of shAIC relative to previous methods

To evaluate shAIC and obtain comparative measures among different methods, we
performed a side-by-side comparison with other state-of-the-art methods: SHIFTX [32],
CamShift [31], SHIFTS [20], Sparta [33], and Sparta+ [23].

3.3.1. Performance on the “held-out” set—First the correlation between observed and
predicted chemical shift for a 38 chain “held-out” set (Section 2.5) was compared for the
different methods. It should be noted that this set does not contain any chain with >25%
sequence identity to any chain in the set used for training shAIC, but in contrast we chose
not to remove the chains having >25% sequence identity to a chain in sets used for training
the other methods in order to preserve a reasonable size to provide a sound statistical basis
for comparing the rmsds. It is expected, although difficult to quantify, that this higher
homology to their training sets for the other methods would have a favorable impact on the
performances of the other methods. Despite this fact, as illustrated in Fig. 7a (Table 1, part
A), we found that the rmsds for shAIC for this set evaluation set are yet significantly better
than all other methods with some exceptions for Sparta+. Although Sparta+ uses a machine-
learning approach, that strictly speaking is considered a “black-box” approach, we found it
informative to include the comparisons. The ratios between the rmsds for this particular test-
set for shAIC and Sparta+ ranged from 7% lower rmsd for Sparta+ in case of Hy;, to a
negligibly lower rmsd for shAIC in case of N. The program SHIFTS, a hybrid approach,
performed considerably less favorably when compared to the other methods. Among these
methods, CamShift [31] is also reported to have a differentiable formulation for its empirical
prediction. Comparison of results from shAIC and CamShift revealed the largest rmsd
difference for the Ca chemical shift — for which the rmsd is 0.961 ppm for shAIC and 1.175
ppm for CamShift. For heavy atoms, the performance of shAIC was noticeably superior to
CamShift. A more elaborate and rigorous comparison between shAIC and Sparta+ is
performed below (see Section 3.4).

3.3.2. False positive rate analysis—Central to the task of constructing predictive
models is the question of model performance assessment [69]. Some traditional performance
metrics have been shown to be sensitive to the choice of training data [70] — for example in
neural network models [71]. Receiver Operating Characteristic (ROC) curves, which plot
true positive rates against false positives, visually convey useful information in an intuitive
and robust fashion [72]. Using the 38 chains in the “held-out” set, we examined the fraction
of predictions outside of the threshold (false positives) as a function of error threshold. A
striking aspect of ShAIC’s performance is that it attains a consistently higher true positive
rate at every threshold (excluding endpoints) than the other methods, and a similar or
slightly lower rate compared to Sparta+ (see Fig. 8). This data suggests that sShAIC peforms
better over a broad range — i.e. that its better average performance is across the board and is
not limited to a specific subset of the data.
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3.4. In depth and rigorous comparison between shAIC and Sparta+

The above analysis provides a survey of the performance of different methods relative to
shAIC. However, a more detailed analysis should consider the differences in overlap
between training and test sets in the various approaches. Since the performance of Sparta+
was the closest relative to shAIC, we selected Sparta+ as a basis for a more detailed
comparison to shAIC in order to gain new valuable insights.

3.4.1. Performance on proteins distantly related to the training sets—In order to
provide a more rigorous comparison between the two powerful methods the comparison was
repeated on a subset of the “held out” set used for evaluation described above. A new subset
having less than 25% sequence identity to any chain in the set used for training Sparta+ was
formed for further testing. Hence, we removed 30 out of the 38 chains and retained the
subset of 8 out the 38 chains (see Table Al in Appendix A) for further investigation. In this
more appropriate comparison the overall performance of shAIC was marginally better than
Sparta+ (c.f. Fig. 7b). These results suggest a subset dependence of generalization error for
both Sparta+ and shAIC. However, the apparently smaller generalization error found for
shAIC might indicate a marginally better performance of shAIC (on average) for a novel
structure having no high sequence identity to any protein chain in the set used for training
shAIC and Sparta+. A practical implication of this observation may be that in cases where a
homologous protein is available, standard structure prediction tools without the need for
experimentally determined chemical shifts could be used to predict the structure. In cases
where no homologous protein is at hand, a powerful method for predicting the chemical shift
remains highly valuable.

3.4.2. Performance on NMR determined structures—We also investigated the
relative performance characteristics of sShAIC vs. Sparta+ on NMR subsets to discern if there
is a measurable performance difference between shAIC and Sparta+ on structures
determined by NMR. l.e. we specialized the subset of 38 protein chains to those for which
an NMR-derived ensemble of structures was available leading to a subset of 18 structures
and we compared the rmsds between observed and predicted shifts for this subset (c.f. Fig.
7d). The rmsds for the structures derived by X-ray in this set had the same trends as the full
set. However, when the corresponding NMR structures were used as the basis, the results
show a significantly better rmsd for shAIC compared to Sparta+ for all nuclei (the results
held irrespective of rmsd being evaluated before or after averaging the predicted shift within
the ensemble). This suggests that shAIC would be an ideal approach to aid structure
determination by NMR as will be illustrated with examples in Section 4.4.

3.4.3. Performance of shAIC on NMR subsets previously used for chemical-
shift-based structure determination—NMR chemical shifts have been used to
determine structure without the aid of long-range contact information. The successful
structure determination results (for example, in the data set used for experiments with CS-
ROSETTA [6]) suggest that in this data set there is a strong and demonstrably robust
relationship between chemical shifts and structure information. Therefore, it was expected
that this robust relationship would hold also in the direction of structure to chemical shifts.
The performance of shAIC and Sparta+ was evaluated by using the set used for CS-
ROSETTA [6] evaluations after removing all chains already present in the shAIC training
set (c.f. Fig. 7c). The resulting rmsd values confirmed the earlier conclusion that shAIC
performs significantly better when predictions are based on NMR structures (all structures
within this set except two are NMR structures). Next, it was relevant to investigate the
relationship in the scatter of predicted chemical shifts as a result of geometric scatter in the
NMR ensemble. Scatter in the predicted chemical shift values for the same atom within the
ensemble is smaller in the results reported by shAIC as compared to Sparta+, which
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provides an important reporter for robustness (c.f. Fig. 7d, insert). The higher precision may
be suggestive for the selection of the “best model” among conformers in an NMR-derived
ensemble, which is discussed in Section 4.4.1.

4. Discussion of merits: explanatory power, chemical shift prediction, and
structure calculation

Models proposed for chemical shift prediction have the potential to be useful and
informative beyond their original purpose. Using the results in Section 3, we discuss here
the analytical model used by shAIC in the context of existing methaods. In addition to
applications of chemical shift prediction, which is the focus here, we aim at two other
important areas: (a) explanatory power in providing physical insight into protein structure
and (b) structure determination. Although, as mentioned, the latter is not our primary aim in
the present work, its importance as a direct application of chemical shift modeling merits
discussion.

4.1. Impact of regularized model selection with AIC

While some existing methods use post-optimization validation tools to evaluate their model
selection criteria, ShAIC utilizes the statistical regularization approach of AIC as a
theoretical basis for optimal parameter set selection. The impact of using AIC is analyzed
here using illustrative examples and comparisons.

4.1.1. Correspondence between the number of parameters and the
contribution to the chemical shift—The attempt by AIC to avoid unsupported
assumptions on the model is evident in trends whereby potentials having the largest
contribution to the chemical shift (see Eq. (19) below and Fig. 9b) are parameterized with
the largest number of parameters and vice versa as discussed with examples below. The

relative contribution to the chemical shift, ¢*, for a specific nucleus and secondary structure

[ ]

to the chemical shift from a certain class, J, of input parameters may be described as:

i ( 2 fj (cf-”-»"’ xf?i))
Jj€J

% (007 - 60, )2 (19)

where §7”* is the observed chemical shift; the remainder of the variables are defined in Eq.
(1). For example, the torsion-angle potential, which has the largest contribution to the
chemical shift, is parameterized using the largest number of parameters (see also Table 4).
Conversely, the long-range effects, packing and ring current, have the smallest impact on the
chemical shift and are also parameterized with the smallest number of parameters. In
addition, within the same class nuclei experiencing the largest impact from the potential
corresponding to that particular class are also parameterized with the largest number of
parameters (see Table 4).

4.1.2. Justification of using AIC compared to conventional approaches—The
advantage of using AIC as the optimization criterion may be quantitatively evaluated by
considering two other criteria: the minimal fit residual (RSS), which is commonly used, and
the minimal number of parameters (see Fig. 10). Using the RSS approach exclusively (i.e.,
minimizing the difference between observed and predicted shifts), 2—-3 times more
parameters (depending on the specific case) were selected. This inclusion of more
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parameters leads to a better fit for the training data. However, in this case, the empirical
functions with a larger number of parameters yield an R2 for the control set that is
approximately 5% lower (corresponding to a higher RSS) when compared to using AIC —
suggesting possible over-fitting of the training data. Conversely, when using the model with
the minimal number of parameters (pushing it the most to avoid over-fitting), many fewer
parameters are included and the RSS of training is the lowest of the three cases, but the RSS
of the control set used for evaluation also decreases again approximately by 5%, suggesting
a case of under-fitting. Applying AIC to choose the optimal potential leads to a number of
parameters in-between the two other cases and yields the better RSS of the control as a result
of the balanced fitting.

4.1.3. Comparison to other information criteria—To be more quantitative we have
performed an analysis where the number of parameters was gradually increased to observe
the effect on the predictive power. Another version of AIC (the quasi AIC, gAIC) is defined
by scaling the fit residual part of AIC with the variance inflation factor, ¢:

gAIC,,=nIn (RSS/n) c+2P,, (20)

A high value of ¢ indicates that because of correlation within the data the variance is higher
than it would be if the data were totally uncorrelated. The corrected formulation of AIC
states that in such cases the weight used for the fit quality (RSS) should be downscaled.
However, ¢ is not known a priori and very difficult to estimate, but for the case of protein
structure data it would be reasonable to suggest that its deviation from unity is small. The
expression for gAIC can be rewritten for cases where only ranking of models is intended:

corrlC,=nln (RSS/n) +c (n) 2P,,, (1)

where c(n) is the constant, ¢, in the case of gAIC. Other information criteria exist for ranking
models. Thus, the Scwartz criterion, also called the Bayesian Information Criterion (BIC)
[43], can be written in the above form with c(n) = In(n)/2, and is also used widely and
penalizes parameters harder than AIC but also risks under-fitting. The Hannan—-Quinn
information criterion (HQC) [73] uses c(n) = In(In(n)) and penalizes the number of
parameters harder than AIC but less than BIC for n in the ranges used in this analysis.

A systematic analysis was performed comparing different information criteria by using
corrlCy, for different values of c¢(n) = ¢ for model selection during training (with ¢ = 1
corresponding to the generic AIC). This analysis was performed for three representative
cases, Ca in the coil state, Cp in helixes, and N in sheets comparing the total number of
parameters used and rmsd between observed and predicted shifts in the training set (training
rmsd) and the control set (evaluation rmsd) having 39 protein chains with low similarity to
the training set. Note that the difference between the two datasets and the different
procedures for determining outliers in the sets causes differences in the rmsd when
comparing the two sets (see legends to Fig. 11 and Table 3). This difference is particularly
large for Ca, however, it is still possible to analyze the impact of a systematic variation in
the information criteria, since the initial slopes at high values of ¢ are comparable and hence,
extrapolation is possible. It is observed (reading the charts in Fig. 11 from right to left) that
increasing the number of parameters (exponentially) as accomplished by varying ¢ leads,
naturally, to a (linear) decrease in the training rmsd. For low values of P, the trend in
training rmsd is mirrored in the evaluation rmsd. However, at some point starting between é
=2 and ¢ = 5, the evaluation rmsd start decrease with lower rate compared to the training
rmsd; at this point over-fitting starts to deteriorate the quality of the prediction. At the other
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extreme for ¢ < 1 over-fitting causes the evaluation rmsd to increase rapidly. Finally, at
values between ¢ = 1 and ¢ = 2 the evaluation rmsd reaches its lowest value corresponding to
the points where the gain by using more parameters equals the accepted costs of over-fitting
the data. For the three cases studied here we have for BIC: c(n) = 4.84, 5.03, 4.76 for Cp, Ca
and N, respectively. Furthermore, for HQC: c(n) = 2.27, 2.31, and 2.25. We conclude
following our analysis, as judged by the evaluation rmsd, that BIC produced a parameter set
with inferior predictive power compared to when using AIC. Conversely, the less frequently
used HQC leads to a similar performance compared to AIC. In general, the optimal
performance is observed for values between ¢ = 1 and ¢ = 2. Applying this corrected model
selection criteria leads to a decrease in the evaluation rmsd of ca. 1%. We argue that using
the generic AIC (¢ = 1) can be justified since the gain in performance is very small for
choosing a non-unity ¢.

4.1.3.1. Relation to choice of data set: Choosing a proper data set for training a predictive
method is of course fundamental for its performance on a new set of data. Firstly, choosing a
data set of the same size but with higher quality would of course provide a better prediction.
In the AIC context, this data set would have a lower RSS between observed and predicted
values and hence allow for the application of more meaningful parameters according to Eq.
(3). Secondly, applying a dataset of the same quality but with a larger size would also allow
for the application of more meaningful parameters according to Eq. (3). In reality such
improvements of the data set only comes at expense of one another, i.e., larger data sets
means accepting data of suspected but acceptable lower quality. Another way of
constructing a larger data base of proteins is by allowing for a higher similarity between the
chains. It can be speculated following our analysis of Fig. 11 that using such data would lead
to higher variance inflation and thereby over-fit the data and also make AIC less optimal as a
selection criterion. We argue that using a cut-off of 25% sequence similarity is a reasonable
cut-off (not arguing it is the optimal) since the estimated variance inflation is close to unity
with a low cost of over-fitting. Previous developments of chemical prediction methods use
only X-ray data to train the method. Here, we include also NMR structures following the
above philosophy that this larger data base will allow for the determination of more
meaningful parameters hence providing larger prediction power. Another motivation for this
inclusion is to cover a broader range of structures since training shAIC on a biased set would
lead to a inferior performance for structures distantly related to structures in the training set.
NMR structures would include structures, which fail to crystallize and are possibly more
dynamical structures, which might be somewhat different to the X-ray structures. In favor of
our choice of data set we observe an improved relative performance (chemical shift
prediction relative to Sparta+, c.f. Fig. 7d) by shAIC on NMR structures. To further test the
impact of the choice of data set we trained shAIC on X-ray structures exclusively and used
this parameter set (the X-ray parameter set) to predict the chemical shift in the evaluation
set. The X-ray data consist of 44% of the full data set on average. A slightly lower (ca. 1%)
rmsd was observed using this X-ray parameter set. It is also observed that only about half as
many parameters was chosen by AIC using the X-ray parameter set as when using the full
set. Thus, although the data is probably of higher quality, the inclusion of fewer meaningful
parameters in the X-ray parameter set does not lead to an improvement in the prediction
power. Another notable point of caution is that the structure determined by X-ray might (and
probably would) be more accurate compared to NMR structures (within their respective
experimental conditions) but the X-ray structures might not correspond to the solution
structure representing the original conditions for the chemical shifts.

4.1.3.2. Relation to cross-validation: From the systematic study in Fig. 11, the relation
between over-fitting and accuracy has been quantified revealing that accepting around 5-
10% decrease in accuracy due to over-fitting (taken as the ratio between the training and
evaluation rmsds at ¢ = 1 after extrapolation to the same starting rmsd), which is in turn
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compensated by a tighter fit, leads to the optimal parameter set (as judged by the low
evaluation rmsds). Cross-validation is widely used to validate a prediction method by
deriving an estimate for the cost of over-fitting. Our estimated cost of over-fitting derived by
cross-validation of ca 10% seems to be a fair trade-off seen in the light of the above
analysis. A crude rule of thumb is to not use more than 10% the number of data points
parameters for fitting (P, < 0.1n where n is the number of data points) to avoid over-fitting.
From Fig. 11 it can be concluded that shAIC (using generic AIC) uses only about 5% (P, =
0.05n) (see also Table 4), hence on the safe side in respect to this rule, and that application
of Pr, = 0.1n parameters would lead to about twice the amount of over-fitting as when using
Pm =0.05n.

Following this quantitative analysis, we suggest that this demonstration of the use of AIC for
model selection is an important result on its own, and that this procedure would find
appropriate use in other areas of computational structural biology in which a large amount of
data in noisy databases is analyzed, as demonstrated in other biological sciences [74,75].

4.2. Explanatory power of shAIC

Investigation of explanatory power in models offers key insights that often contain hints for
further improvements in model parameterization, or indications as to where additional
experimental data could prove helpful. One important advantage in building explicit
empirical models, one that is not afforded by approaches based on machine learning
methods, is the ability to explore the explanatory power of model parameters. Since in
shAIC the model parameters are related to potentials describing physical interactions,
ultimately, the explanatory power of shAIC can provide new physical insight into protein
structure and function as will be illustrated with examples.

4.2.1. Relative contribution to the chemical shift—We investigated the contribution
to the chemical shift as defined in Eq. (19) for shAIC’s individual potential classes for
different cases of atom types and secondary structures (see graphics in Fig. 1) using the set
of 681 proteins described earlier. A high contribution for a certain class means that this class
is more important for the prediction of the chemical shift. A similar analysis has been
discussed previously for SHIFTX [32] and here we focus on the new potentials for medium-
and long-range potentials.

4.2.1.1. Contribution from short-range potentials: local structure: Backbone torsion
angles play a key role (see Fig. 9a) with a contribution around 35% of the total contribution
on average. This means that, for a fixed secondary structure, changes in the local tertiary
structure mediated by changes in the backbone angles is responsible for the largest
variations in the chemical shifts. This is consistent with the further observation that
backbone torsion angles require relatively more parameters (see Fig. 9b). The largest
contribution is seen for coil states and the lowest for helixes consistent with a higher
structural variation in coil states. The smallest contribution from backbone torsions is found
for Cp and Ha in alpha-helical state, suggesting that chemical shift predictions for these
states are likely to be less sensitive to individual parameter error, while at the same time,
increased accuracy in these states is likely to require across the board improvements to the
estimation of internal parameters. Furthermore, side chain conformation has less effect on
the chemical shift compared to backbone conformation. Hydrogen bonding is important in
some cases, mainly for protons, which is expectable due to the direct involvement in the
hydrogen-bond, and second-most important for C’, which is involved indirectly through the
oxygen bonding. The nature of the amino acid neighbors (and side chain conformation of
these) has a high impact on the chemical shift primarily for N in agreement with other
studies [3,76].
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4.2.1.2. Contribution from medium-range potentials: non-local structure: In general, a
considerable contribution to the chemical shift comes from two types of medium-range
potentials: flanking residues and secondary element length (up to 35% for Hy, in helixes).
This is remarkable because none of the other methods discussed here consider contributions
from medium-range type potentials.

One of the two medium-range potentials is the flanking residues potential (Eqg. (9)), i.e. the
effect of the next-nearest neighbors on the chemical shift. Fig. 9a shows that this potential
has a significant contribution to the chemical shift — even larger (summing all contribution
for the four next-nearest neighbors in both directions) than the nearest neighbors’
contribution in some cases — particularly for protons.

The other medium-range potential, the secondary element length potential, fsg; , (Eq. (8))
also has a significant contribution to the chemical shift. This potential encapsulates coarse
grain variation in the structure, but at a very long range in terms of separation in space, by
differentiating between lengths of secondary elements at a scale up to 25 amino acids
separation corresponding to above 50 A. The effect is largest for helixes (and weakest for
coil states) and is the second most important potential for Ca, C’, and Hy. The effect and
variations in the parametrization of this potential is discussed in more detail in Section 4.2.3.
We explain the significance of this effect over such long ranges by a cooperative effect of
hydrogen in the regular secondary elements, which has the most regular geometry for
helixes providing a likely explanation for the increased amplitude.

It is remarkable that other methods use the tripeptide as the main unit for chemical shift
prediction thus neglecting the two effects described here of non-local structure. As a spin-
off, our results indicate that in mutational studies one must be aware that changing a certain
amino acid will have a significant impact on the electronic surroundings (and hence also the
reactivity) of more than just the nearest neighbors. In particular if the mutation disrupts, or
courses changes in the length of, the secondary element the reactivity or the specificity for a
certain drug could change.

4.2.1.3. Contribution from long-range potentials: through space effects: The ring current
potential has a relatively small contribution to the chemical shift, whose importance is
almost equal across all secondary states, but the relative contributions are different for
different nuclei. The atoms having the highest relative contribution from ring current effects
are the protons and the least is the nitrogen, in agreement with the difference in the magnetic
susceptibilities.

shAIC also includes a novel long-range potential, which accounts for differences in the
packing with the protein core (see Eqg. (11)). This potential encapsulates effects such as
solvation, charge interactions, and restricted mobility into a phenomenological description
including only a sum of distances. The contribution is smaller compared to other potentials
but is as high as 12% for Ha in helixes. This potential is discussed in further details along
with examples of the model parameters below.

These observations taken together suggest that the selected input parameters and assorted
catalogue of potential classes in shAIC span the conformational space more efficiently and
therefore may play a significant role in making shAIC a powerful method.

4.2.2. |dentification of key modes of structural variation related to chemical
shift changes—In addition to analyzing the importance of a certain potential class (as
discussed above), it is interesting to know which individual input geometrical parameters are
important. shAIC initially has a large set of geometric parameters available and AIC is used
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to trim the initially large set retaining the most significant using Eq. (3). The remaining
(selected) parameters can be considered as the remaining degrees of freedom.

4.2.2.1. Virtual angles: Fig. 12 illustrates, as an example, that a considerable number of the
available (virtual) torsion angles, about 2/3, were considered less influential and accordingly
not used by shAIC. The torsion angles selected by shAIC correspond to either torsions
showing a large variation within the corresponding secondary structure (seen in particular
for coil states for which all major regions of the Ramachandran plot are covered) or has a
strong correlation with the chemical shift (such as backbone torsions). Some angles might be
strongly correlated and, hence, after including the first, the second would not be selected by
shAIC since the effect is already accounted for by the first. Hence, the selected torsions may
be considered as the normal modes of local flexibility for a protein. The most angles are
used in the case of Ca (86 in total summing the numbers used in three secondary states)
whereas the least (63) are used for C’. Furthermore, clearly the most parameters are used for
sheets whereas the least is used for coil states.

4.2.2.2. Flanking residues: The flanking residues potentials have a large contribution to the
chemical shift. This potential can use the residue type (possibly grouped together) possibly
in conjunction with the 1 side chain angle conformation (se Eq. (9)). Fig. 13 summarizes
which geometric parameters are selected by shAIC using Eq. (3) for each case of different
atom types and secondary structures. For flanking residues, we argue that if a geometric
parameter is selected by shAIC it reflects that this parameter has a significant impact on the
chemical shift and not that this parameter has a large variation. Several systematic variations
are found both in terms of separation in sequence, secondary structure, and atom type.
Amino acid type is most important for protons and nitrogen, side chain conformation is most
important for N, C’, and Hy, whereas the flanking residues side chain conformation and
residue type is the least important for Cj3 (and Ca). Not surprisingly, a geometric parameter
is used more frequently the closer it is to the residue in question, i.e. the residue type for
residue i + 2 is used more frequently than for residue i + 3 (considering the effect on residue
i). This primary sequence distance dependence relation falls off fastest for sheets and
slowest for helixes in agreement with that next neighbor residues statistically are closest in
space to the center residue for helixes while being the furthest apart for sheets. The
periodicity of the helix is also reflected in that geometric parameters are selected more
frequently for i + 4 compared to i £ 3 and much more compared to i + 5 and with a
significant selection for i £ 8. For sheets, few parameters were selected for intra-strand, but
the geometric parameters for the inter-strand residues flanking in the hydrogen bonding
register (the residue in the opposite strand, see Fig. 13a and d) proved to be considerably
important e.g. selecting on average five residues in the hydrogen bonding register compared
to 2.2 for intra-strand. It seems reasonable to argue that this parameterization will help
distinction between different sheet pairings and hydrogen bonding registers when using the
shAIC energy to rank/calculate structures.

We note in this context that shAIC is fully expandable, using our AIC guided frame
reduction approach. It is possible to use additional initial input parameters and have the
corresponding potentials evaluated for possible inclusion into a future version of shAIC.

4.2.3. Effect of non-local structure—Digging one layer further into the parameters
found by shAIC by analyzing the values of the individual constants can provide valuable
information. This topic will not be covered exhaustively, but two illustrative examples will
be discussed.

Fig. 14 illustrates the influence of non-local structure mediated by the secondary element
length potential (Section 2.4.5). Five representative examples are shown in this figure for
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which the simple model (combining all residues) was chosen by shAIC. It is seen that the
contribution, fsg| (4), to the chemical shift changes smoothly as a function of the distance, 4,
in primary sequence to the ends of the secondary element, and is converging towards a
constant value for large distances as would be expected. We speculate that the effect
originates from the additive contribution from the magnetic dipoles of the peptide units in
ordered secondary structures explaining why the effect is smallest in coil states since these
are less ordered. In the cases shown in the figure for protons the functional appearance of
fseL IS non-monotonic, hence, for example for Ha in helixes, it decreases for small values of
A but increases for large values. This suggests that this potential encapsulates more than one
physical effect such as, in addition to hydrogen bonding, possibly increased solvation and
flexibility towards the ends of the secondary elements. In the case shown in Fig. 14b for Hy
in helixes, the advanced model was chosen and fsg_ is seen to vary somewhat similarly for
similar residues and reveals Gly to be a special case. Furthermore in this case, fsg| has a
complex dependence for small distances, possibly reflecting the periodic nature of the helix.

4.2.4. Effect of long-range contacts—As another example of the explanatory power of
shAIC, Fig. 15 illustrates the influence of packing, as expressed through the long-range
packing potential as described in Eq. (11). Packing in our model, as expressed through the

parameters p<“ and A", displays unmistakably distinctive chemical shift patterns of Ca and

CB distributions for different degrees of packing (cf. Eqg. (11)). Interestingly, we note that Ca
and Cp display context-dependent long-range affects that move in opposite chemical shift

directions. This is corroborated by noting that A’ values possess opposite signs for helixes
and sheets, justifying the combination of individual input parameters such as distances and
secondary structure in the definition of shAIC. This observation is notable because it offers
an explanation as to why it has previously been difficult to establish a reliable relationship
between the chemical shift and long-range contacts; the influences appear to cancel out. Our
observation is consistent with known studies showing an increase in secondary chemical
shift for Ca and Cp for more closely packed residues (and equivalently convergence towards
random coil values for exposed residues) [77,78]. It is argued [77,78] and supported here
that the secondary chemical shift is primarily caused by the charge dipole in the peptide unit,
which is screened by the presence of water molecules forming hydrogen bonds to exposed
carbonyl or amide protons in solvent exposed residues.

4.3. Applications of shAIC for chemical shift prediction

A clearly anticipated application area of shAIC is that of chemical shift prediction from
protein structures, which may in turn be used for structure refinement processes, or for
identification of assignment errors, as well as for the evaluation of NMR ensemble qualities
as described below. Alongside the publication of shAIC, the release of shAIC as an open
source chemical shift program is expected to contribute to these areas (see

www.bionmr. chem.au.dKk).

4.3.1. Application of shAIC for identification of assignment errors—The current
state-of-the-art chemical shift prediction does not afford absolute detection of chemical shift
assignment errors. However, it is possible to suggest probabilities of mis-assignment at a
given false discovery rate (i.e., accepting a fixed fraction of false positives statistically) as
reflected in Fig. 6. When the chemical shift is predicted from the structure, then with a fixed
false discovery rate, larger than expected differences from the observed shifts indicate a high
probability for assignment errors. Thus, this procedure can be applied as a guide for the
assignment process if a model of the structure is available or alternatively to iteratively
refine the structure by identifying assignment errors. Confidence intervals (90%) can be
derived from this statistics for all methods (see Table 3). shAIC produces fewer large errors
compared to previous methods (except for Sparta+, which performs similar to or marginally
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better than shAIC in this context) leading to narrower 90% confidence intervals for shAIC
compared to the other methods for all atom types. This renders shAIC more useful for
identifying assignment errors than most previous methods.

4.3.2. Estimation of NMR ensemble quality using shAIC—In the context of
applications, use of back-calculated chemical shifts has been explored previously as a means
of, for example, assessing NMR chemical shift referencing. However, a more general and
widespread use for chemical shifts-based NMR structure quality assessment would benefit
from additional robust enhancements to chemical shift back-prediction. For instance, an
NMR structure bundle, by definition, represents an ensemble of low-lying energy states that
are separated by small energy barriers according to the force field. When chemical shifts are
back-predicted for the structural ensemble, large scatter patterns in chemical shifts for the
bundle may be suggestive of incongruence between energetics indicated by chemical shift
back-prediction and those based on force fields. The results of shAIC for NMR structure
ensembles show low scatter compared to Sparta+ as demonstrated by the insert in Fig. 7d,
thus shAIC offers a germane advance towards straightforward and direct application for
quality assessment of NMR structures. The typical scatter in the validation set could be used
as a “control measure” and larger than “typical” scatter could identify structural regions that
should be further examined.

4.4, Application of shAIC to calculations of structures from chemical shifts

A systematic comparison between observed and predicted chemical shifts can be applied to
define a shAIC chemical shift energy (see Eq. (4) in Section 2), in order to provide a
mapping from the lowest energy to the highest quality of structures. For such an application,
it is desirable that the energy parameters are differentiable as is the case for shAIC and
camShift. Other desirable attributes for such applications are smoothness of the energy
surface and speed of chemical shift prediction to be discussed below.

4.4.1. Ranking of structures based on chemical shift energy—The agreement
between observed and predicted shifts as measured by the chemical shift pseudo energy can
be applied as a measure of quality to identify “the best conformer” within an ensemble of
NMR structures. Different ensembles of distance restraint derived structure decoys were
calculated for the protein with pdbid 1srr from the ROSETTA testing set as described in
detail in Section 2.3.2, and the shAIC chemical shift pseudo energy (Eq. (4)) was calculated
for all decoys and compared to the rmsd deviation of each decoy from the reference
structure. The results are summarized in Fig. 16 showing that, shAIC is useful for
identifying the best member of the ensemble on a statistical basis. Thus the decrease in rmsd
compared to the average within the individual ensembles, as obtained by shAIC, can be
compared to the widely used criterion of choosing the structure from the ensemble with the
lowest NOE and force field energy. The effectiveness of chemical shift based selection
depends on the number of applied NOE restraints. In the one extreme situation where only a
few NOE restraints are used the quality of all structures within the ensemble are low even
though the structures are all converged having low NOE and force field energy. Hence,
choosing the member with the lowest NOE may not improve the rmsd, and using the shift
energy for selecting the best member leads only to a structure of slightly higher quality
statistically. Hence, it seems that shift energy is not very potent for ranking structures far
away from the true structure. At the other extreme, using a high number of distance
restraints — ca. 25 restraints per residue in this case, the quality of all structures is high, and
almost equal, and neither method can pick a significantly better member. In the cases in
between, which apply for most practical applications, the structure is under-determined by
the distance constraints leading to structures with a range of different qualities within the
ensemble. Both the lowest NOE and force field as well as shift energy is useful in these
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cases to identify higher quality structures statistically compared to the average of the
ensemble. For example using 500 restraints, the rmsd was 4.16 A on average but using
shAIC to select the best member this number decreases to 3.21 A (compared to 3.27 when
using NOE and force field energy). This shows that the shAIC energy is a useful measure
for identifying the best member of the ensemble complementary of using the NOE and force
field energy. Combining these two criteria would lead to an even better criterion for
selecting the best conformer. In many real cases the distance restraints would include some
false restraints, which could be either false peaks or in the form of ambiguous assignments.
For an increasing amount of such experimental noise the shAIC energy would be
increasingly more reliable for identifying the best conformer compared to using the NOE
energy.

To quantify the relation between shift energy and structural quality further the full set of the
structure decoys were combined comparing the shift energy with the reference rmsd. As
shown in Fig. 17, there is a strong correlation between the shAIC energy (for a structure
decoy) and the rmsd to the reference structure, with a squared Spearman’s rank correlation
coefficient, R2 (Spearman), (a non-parametric measure of statistical dependence with a value
of 1 indicating a perfect monotonically increasing relation) [79] of 0.952. Qualitatively, this
strong correlation demonstrates the power to evaluate the correctness of protein structures
by shAIC and suggests a possibility to conduct the reverse procedure of deriving the
structure from the chemical shift. When using Sparta+ to calculate a similar energy a value
of R? (Spearman) = 0.936 is obtained indicating an almost similar relationship. However, it
should be noted that, shAIC has a marginally better correlation between shift-energy and
structure for structures far away from the real structure as compared to Sparta+. For
example, for structures with rmsd > 6.0 A, the R2 (Pearson) is 0.637 vs. 0.463 for shAIC vs.
Sparta+. This implies that shAIC is more powerful at the start of the structure calculation,
which is typically where chemical shift potentials are less sensitive.

4.4.2. Smoothness and differentiability of the shAIC potential—shAIC uses
analytical and differentiable potentials with continuous derivatives (such as a smooth spline
model) as the basis for parameterization. As a result, shAIC potentials not only vary
smoothly with internal parameters, but the differentials of the chemical shift energy can be
computed in an explicit and examinable manner. The smoothness of the energy-surface
makes it less likely for shAIC to get stuck in local minima when it is used as a proxy to
explore energy landscapes. To illustrate this attractive feature, we evaluated the shAIC
energy as a function of a systematic change in the backbone conformation corresponding to
crank-shaft libration motion [80,81] to produce an energy profile (see Section 2) as shown in
Fig. 18. An energy profile was calculated similarly for Sparta+ to compare with shAIC. It is
observed that the shAIC energy profiles have a slightly sharper minimum and are also
slightly smoother compared to the Sparta+ energy profiles. Furthermore, the minimum is
closer to the observed backbone conformation. In addition to the advantage of offering a
smoother energy landscape, shAIC offers a practical computational advantage. The smooth
spline model allows for an explicit determination of differentials thereby reducing
computational load and the potential for numerical instability in performing discrete
differentiation.

4.4.3. shAIC as a fast method—shAIC is currently implemented in python, which is an
interpreted language, in order to afford increased flexibility for implementation of potential
improvements. Nonetheless, shAIC’s calculation times are on par with Sparta. A
quantitative comparison was made comparing the runtimes of Sparta, Sparta+, CamShift
ShiftX and shAIC on a linux HP Intel Pentium 4 workstation equipped with two 3.0 GHz
processors. The chemical shifts were predicted for 64 of the structures derived for the
protein with pdblD 1SRR having 121 residues as described in Sections 2.5 and 4.4.4. The
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average of the runtime per structure for 64 structures was calculated. ShiftX is the fastest
method with an average runtime of 0.7s per structure whereas Sparta is the slowest spending
20.0s on the prediction. ShAIC uses 13.7s while Sparta+ and CamShift are faster with 1.8s
and 2.0s runtimes, respectively. More importantly, and for purposes of more interactive and
online applications, shAIC calculations are sufficiently fast, thereby making the integration
of shAIC with molecular dynamics calculations in the form of a “chemical shift potential” to
aid in folding computationally practical. Should additional speed improvements become
necessary, about an order of magnitude enhancements in speed may be achievable via a
more standard machine-interpreted language, for example C or C++. Furthermore, shAIC, as
opposed to other methods, uses primarily univariate potentials meaning that if shAIC would
be implemented as part of an calculation engine that varies the torsion angles systematically,
calculating the gradient in terms of varying a single dihedral angle would only require the
re-evaluation of a subset of the potentials corresponding to the change of the dihedral angle
in question and hence shAIC would be considerable fast compared to other methods.

4.4.4. shAIC as a method of choice for chemical shift aided structure
calculation—Combining our findings for the performance of shAIC (high accuracy,
precision, and the highest correlation between structural quality of NMR structures and
chemical shift energy), shAIC’s smooth energy-surface (allowing for explicit calculation of
derivatives), and reasonably fast computational speeds, we propose that shAIC should be the
method of choice for chemical shift aided structure calculation. The higher sensitivity of
shAIC for structures far away from the correct structure, leads us to expect that it could play
an important tool for de novo structure calculation without the explicit use of fragments as
templates. Moreover, with the extended span of geometric parameters offered by shAIC, we
envisage that features such as long-range order can be determined by shAIC more
effectively, which in turn could aid in the determination of more complex structures.

5. Conclusions

We have introduced a novel method for chemical shift prediction, shAIC, which extensively
and judiciously incorporates local as well as long-range structure effects through appropriate
definition of an optimal set of input geometric parameters. shAIC offers advances in
improved accuracy, generalizability, transparency of interpretation, smooth representation,
and parsimony when compared to existing methods. In specific instances, for example, the
accuracy when predicting chemical shifts for X-ray structures, competitive tools, for
example Sparta+, are available. However, when considering NMR structures, or structures
only remotely related to the protein structures used for training the methods, shAIC
performs better relative to Sparta+. The parsimonious selection criteria of shAIC parameters
and the choice to include NMR models is likely to be a key factor in explaining the better
performance of shAIC. This fact makes it likely that shAIC predictions would be more
robust when applied to a larger class of protein structures — outside of the highly precise X-
ray structures. On the methodological side, shAIC adopts a sum of contributions approach
by including a large number of input parameters and then uses the Akaikes Information
Criterion to weight and select the individual contributions for optimal results. This approach
offers rigor for the judicious handling of statistical data. shAIC may be used directly for
chemical shift predictions and through its differentiable potentials, it can be incorporated
into conventional MD programs. We envisage that shAIC will find widespread applications
for protein structure quality assessment and easier and more precise structure calculations,
including cases for which traditional approaches may prove less than adequate.
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Appendix A

A.1. Definition of all generalized angles

A set of different generalized angles 6,—03,4 are defined, which are the input parameters used
in the torsion angle class. The two backbone torsion angles are set to: 61 = ¢(i) and 6, = (i).
0 is set to the dihedral angle through the four consecutive Ca carbons of residues i — 1, 1i, i
+1,and i + 2 (see Fig. 3). Virtual dihedral angles 6,—6,q are defined in Table 2. Angles 61—
0,4 are bend angle defined through the three Ca carbons of residues i — j, i, i + j, for angles
020+ forj=1,2,3,4.

Angles 0,5—634 are defined only for helixes and B-sheets and are related to hydrogen
bonding: 0,5 and 6,4 are virtual dihedral angles across hydrogen bonds defined by the four
carbons: C(i), Ca(i), Ca(k), CB(k), where the residue number, k, is the residue number of
the hydrogen bonding partner as defined in the legend to Fig. 4, which depends on the
secondary structure, s, and atom type (reference atom) n, and Ha3 is used in place of Cj for
Gly. For helixes the hydrogen bonding partner is the residue to which Hy and O are
hydrogen bonded, for 6,5 and 6.4, respectively, i.e. for example k =i — 4 and i + 4 for Hy
and C’, respectively. For sheets the definition differs for different atom types as defined in
Fig. 4. For example, if n is Hy or N the hydrogen bonding partner is the residue to which Hy
is hydrogen bonded. 64 is the same angle as 6,5 but using another residue in the opposite
strand as the hydrogen bonding partner, e.g. if n is Hy(i) or N(i) the other residue is the one
to which the oxygen of C’(i — 1) is hydrogen bonded. Angles 6,7, 65 and 829 are OnHo,
Oxoc and Oppyoc of which the two former are defined in a legend to Tables 1 and 2 (using n
as the reference atom). The dihedral angle, Onyoc is defined by the four atoms N(j), H(j),
O(Kk), C’(k) using the same definition of the four atoms as for Gy and fyoc, where K is the
residue number of the hydrogen bonding partner, which is the same as the hydrogen bonding
partner for 625, D and H are N and Hy except for n = Ha for which D = Cooand H = Ha are
used. Angles 63q, 631 and 83, are the angles Onno, O4oc and Opyoc using O(i — 1) as the
reference atom (cf. Table 2) for n = Hy or N and Hy(i + 1) in the other cases. Finally, 633 =
#(k) and 034 = p(k) where k, is the residue number of the hydrogen bonding partner as
discussed above.

A.2. Tables of the pdb and bmr files

We provide here in Table Al the IDs for pdb and bmr-files used for evaluating shAIC and
other methods for predicting chemical shifts. The pdb and bmr-files used for training shAIC
are given in Tables A2 and A3.
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Table A1

pdbID and bmrIDs and resolution (first three columns) for all members of the set of 38
chains used for evaluating shAIC (Section 2.5), the fifth character in the pdblD indicates the
chain identifier with a “—” indicating a protein with only one single unique chain. In column
4 with the heading “NMR structure” the pdblD for the corresponding NMR structure used
for the analysis in Fig. 7d is indicated. In column 5 with the heading “Sparta+ remote” a “+”
indicates that this structure is one of the eight, used for the analysis in Fig. 7b, having less
than 25% sequence identity with any chain in the set used for training Sparta+, whereas a
“—" indicates that this structure was not used in this analysis.

pdbID bmriD  Resolution NMR structure Sparta+ remote
1SUE_ 15,248 1.8 n.a. -
1IQMYA 15278 1.9 n.a. -
1TPH2 15,064 1.8 n.a. -
INQDA 15,722 1.65 n.a. +
2HZI1B 15,488 1.7 n.a. -
200PA 15281 1.9 2JQN -
2DYIA 10,138 2.0 2DOG +
1ZX8A 16,007 1.9 2KAQ -
2PSTX 7075 1.8 2GPF -
1QKRA 15,653 1.8 n.a. -
200AA 15111 156 2JNH -
2CA5B 15214 2.1 n.a. -
2HDZA 5392 2.0 1L8Y -
2GSVB 15,350 1.9 2JS1 +
1Y9TA 15,503 1.87 n.a. -
10MYA 7330 2.0 2EOH +
1UO6A 7305 1.49 1AEY -
1IKMVA 7195 1.05 1YHO -
1IKOP 7220 192 2185 -
1FGZA 15,669 2.05 n.a. -
1IWMA 10,096 1.9 n.a. -
1ZYNA 15,264 2.3 n.a. -
1U4EA 11,067 2.09 n.a. +
2I0NA 6900 1.57 2HM8 -
2NNRA 6876 1.7 2FO8 -
2CG6A 15,756  1.55 2CKU +
2INOA 15,560 1.6 n.a. -
105UA 16,006 1.83 1LKN -
2A0NA 15,741 1.64 n.a. -
1EXP_ 7264 1.8 n.a. -
2ES9A 15,089 2.0 2JN8 +
1YSBB 6223 1.7 n.a. -
20YNA 15530 1.85 2P3 M -
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pdbID bmrID Resolution NMR structure Sparta+ remote
1M8AB 15,596 1.7 2JYO -
2UVOH 6271 1.8 n.a. -
1IMIFA 6925 1.4 n.a. -
1BED_ 7360 2.0 n.a. -
INAQC 15,094 1.7 n.a. +
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Table A3

pdblID and bmrIDs and resolution for all structures determined by X-ray from the shAIC

training set of 681 protein chains. The table is folded proving triplets of corresponding bmr

and pdb IDs and resolution incolumns 1 +2+3,4+5+6,7 +8 + 9.
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1G6HA 5462 1.60 1R5RA 4940 1.60 2FINA 6758 1.73
1G7FA 5474 180 1R69_ 2539 2.00 2FJYA 4849 2.30
1G8IB 4378 1.90 1R7JA 5891 147 2FKE_ 4077 1.72
1GAWA 6695 220 1RGHB 5492 1.20 2FUFA 4127 1.45
1GNUA 5058 175 1RNI1B 1658 1.84 2FX5A 6832 1.80
1GXQA 4421 200 1RUWA 6197 180 2GFEA 5182 1.54
1HOAA 4959 170 1RX4_ 5741 220 2GHYA 4072 2.50
1HOXA 5226 1.70 1SOPA 5393 140 2GOLD 5258 2.20
1H4GA 5352 1.10 1S7AA 6044 185 2GTGA 5465 2.40
1H70A 6074 1.80 1SGZA 6016 2.00 2H30A 6709 1.60
1HB8B 2049 2.00 1SKOB 6181 2.00 2H9HA 4836 1.39
1HCB_ 4022 1.60 1SMXB 6122 180 2PSPB 2384 1.90
1HHBA 6399 1.80 1SNM_ 4053 1.74 3RN3_ 4031 1.45
1HL5J 6821 1.80 1SZ9A 6404 2.10 3SSIA 4331 2.30
1HOE_ 60 2.00 1T2WB 4879 1.80 451C_ 1333 1.60
1HPCB 4336 2.00 1T3YA 6032 115 4TGF_ 246  2.50
1HRHB 5931 240 1THQA 6234 190 5CROB 1743 2.30
1HURA 5368 2.00 1TIMA 5194 1.18 5PTIA 5359 1.0
1HUUB 4047 2.00 1TOOA 434 210 B8ABP_ 6136 1.49
111JB 4731 1.39 1TP5A 6193 1.54
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ackbone torsions
ide-chain tors.
sidue neighbours

Fig. 1.

Illustration of the internal coordinates (geometric input parameters in shAIC) that are used to
represent the local structure of a polypeptide (shown in gray). We focus on the surrounding
local electronic structure responsible for chemical shift perturbations for the individual
atoms marked with spheres. Distances and angles/dihedral angles are shown as colored
dashes and arches, respectively.
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Page 40

Fitting of chemical shift potentials. (a) Ha chemical shift residual, AS, (Eq. (17)) in coil
states as a function of the torsion angle ¢ of residue i. Experimental points were grouped
into bins of 50 values and the average values in these bins are shown with blue dots and
fitting curves are shown with lines in different colors for spline fits with different number,
m, of knots (splines with more knot points have more “turns” and provides a better fit). (b)
nlog(RSS) (red curve) (Eq. (16)), AIC,—AICq (black curve) and 2Py, (see Eq. (2)) for the fits
in (a) as a function of the number of knots. The best AIC, and hence the best model, is found
for m = 6. Miniature versions of the fitted curves are showed to right of panel (a) with the

number of knots indicated.

Prog Nucl Magn Reson Spectrosc. Author manuscript; available in PMC 2013 January 1.



1duosnuey JoyIny vd-HIN 1duosnuey JoyIny vd-HIN

1duosnuei\ Joyiny Vd-HIN

Nielsen et al.

Page 41

Fig. 3.

Illustration of three of the virtual angles and dihedral angles used by shAIC. (a) Schematic
and (b) molecular representations highlighting the definition of the angles 8,4, 82, (see Table
2), and 63 (see Appendix A.1), shown in green, cyan and orange, respectively, using lines
through the atoms defining the angle and dotted arcs (b). Residue numbers are indicated in
(@) and O and N atoms are shown in red and blue, respectively.
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Fig. 4.

Main parameters used for describing hydrogen bonding. Panels (a)—(e): Schematic drawing
of two hydrogen-bonded B-strands showing the two angles (with double-headed arrow-arcs),
OHoc and OyHo, related to hydrogen bonding of (reference atoms) Hy(i), C’(i), Ha(i), C’(i +
1), and Hy(i + 1). Hydrogen bonds are shown with dotted lines in the same color as the
reference atom, while continuation of the backbone is indicated by broken lines. For a fixed
residue, i, as shown in the second row, the other residue (the hydrogen bonding partner)
being hydrogen bonded to residue i is different depending on the nature of the reference
atom. This atom specific hydrogen bonding partner is indicated by “k” in panels (a)—(d). (f)
and (g) show a molecular representation of two residues part of a B-bridge viewed
perpendicular to (f) and parallel to (g) the hydrogen bond illustrating the angles defined in
panel a for hydrogen bonding of Hy, as blue arcs and the virtual dihedral angle 6,5 (see
Appendix A) defined by the four atoms Cp(i), Ca(i), Ca(k) and Cp(k) shown with orange
arcs (where residue k corresponds to the hydrogen bonding partner. (h) pseudo-Newman
projection showing schematically the definition of w,5 indicated by an orange arrow
viewing down the axis going through the two atoms Ca(i), Ca(k). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this
article.)
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Fig. 5.

The residual error, A3, which is the difference between the observed and predicted chemical
shift, shown as a function of the observed secondary chemical shift for the six different atom
types. The lines y = x (full line) and y = 0 (dotted line) are shown for reference.
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Fig. 6.

rmsds between observed and predicted chemical shift for native and mis-classified
secondary structures. The bars show the rmsd in the evaluation set of 39 protein chains for
the residues at the end of the helixes (H) and sheets (S) using the correctly assigned
secondary structure (gray) and using a state mis-classified to a coil residue (black), hence
using the native and the coil shAIC parameters, respectively, to calculate the predicted shift.
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rmsds between observed and predicted tertiary chemical shift for different test sets (see
Section 2) comparing the performance of shAIC and previous methods (see coding for bar
filling in legends). (a) A control set of 38 protein chains having less than 25% sequence
identity to any chain used to train shAIC, (b) a subset of 8 out the 38 chains having less than
25% sequence identity to the chains used for training Sparta+, (c) the set used for evaluating
CS-ROSETTA after removing all chains already present in the shAIC training set, (d) a set
of 19 chains consisting of the NMR ensembles for the entries in the 38 protein chain set in
panel (a), for which NMR structures were available. The rmsd for the NMR ensemble was
calculated by evaluating differences between observed chemical shift and the average of the
predicted chemical shift for all members of the ensemble (designated by “ens” in the legend)
and by evaluating the difference prior to evaluating the average (designated by “ave” in the
legend). The insert in (d) shows the standard deviation within the ensemble averaged over
all residues, s, for Ha shown as a blue dot for each protein in the set Sparta+ as a function of
the corresponding value for shAIC with the identity line x = x as a dashed line shown for
reference. (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this article.)
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The fraction of assignment errors, forr (Terr) as a function of the error threshold, Tepr. Each
point in the plots represents a threshold, Ty, and the corresponding fraction of predictions,
ferr, having an error larger than this threshold. The plots were derived from the 38-chain
validation set. shAIC (blue lines) are compared with other methods for all six atom types.

Note the logarithmic y axis. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)
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Fig. 9.

Contribution, ¢’*, (ppm) to the chemical shift: (a) Stacked bar plot shows the relative

contribution, ¢*, from individual potentials to the predicted chemical shift (see Eq. (19)).
for different atom types (horizontal axis) and secondary structures (coil/sheet/helix from left
to right for each atom type). (b) Relative contribution to the chemical shift as a function of
the number of fitable parameters in the model used for the potential using logarithmic axes.
In both panels, the input parameters and their contributions are shown with the same color-
coding scheme as in Fig. 1 (virtual torsion angles are shown in darker yellow). All values
are obtained based on a training set of 681 protein chains (see text).
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Fig. 10.

Evaluation of different optimization methods, showing (a) the number of parameters used in
all the potentials in total, (b) the R? in the training set (calculated as 1-RSS/RSSg, where
RSS and RSSy is the RSS calculated without and with using the shAIC potential,
respectively) R? after parameterization and (c) R2 in the control set. Properties are shown for
calculations using AIC (blue circles), RSS (green diamonds) and choosing always the
simplest model (red squares) as the minimization criterion. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this

1duosnuey JoyIny vd-HIN

1duosnuey JoyIny vd-HIN

article.)
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Analysis of the impact of variation in model selection criteria on the predictive power of
shAIC. Variations are observed as a function of the variance inflation factor (Eq. (20)), ¢é.
For each value of this parameter the shAIC parameter set was fitted to the training data
using Eqg. (21) as the model selection criteria following procedures described here for the
generic case. The number of parameters, P, is the total used in the full parameter set. The
training rmsd was evaluated as that between observed and predicted shifts in the training set
using only the X-ray part of the training set in order to provide a set more similar to the
evaluation set and removing outliers judged as a point with errors larger than three standard
deviations (as described in Section 2.6). The evaluation rmsd is that between observed and
predicted shifts in the set used for evaluating shAIC, after removing outliers, defined as a
prediction for which shAIC and all other methods used to compare with shAIC, lead to an
error larger than five reference standard deviations as described in the legend to Table 3.
The red dotted horizontal line indicates 1/10 of the total number of chemical shift data points
in the set shown for reference. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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Fig. 12.

Visualization of the initial (a) and (c) set of torsion angles used by shAIC (72 in total) and
the reduced final set (b) and (d) guided by the use of AIC. Torsion angles are shown with
black arcs and the protein is illustrated as in Fig. 1 for chemical shift prediction for certain
atoms (shown with green spheres): Cp in helixes and Ca in coil states in charts (a) and (b)
and (c) and (d), respectively. These two states represent those with the lowest (19) and
highest (33) number of used torsion angles, respectively. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this
article.)
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Fig. 13.

Pictograms visualizing the selected geometric parameters for the flanking residues.
Selections of geometric parameters are shown for sheets, coils and helixes in (a), (b) and (c),
respectively. It is indicated by a small pictogram whether, for a certain flanking residue, the
residue type (red/yellow) and possibly the side chain angle conformation (black line-art)
(see Eq. (9)) was chosen by shAIC or not (crossed box) and whether the residue type was
considered as belonging to a predefined group only (yellow). The small pictogram
corresponding to a certain flanking residue is placed according to its position in the primary
sequence or hydrogen bonding register in the case of sheets as illustrated schematically in
(d). (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
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Fig. 14.

The value of fsg| (4) as a function of the distance in primary sequence, 4. (a) Five different
cases, for which the combined model was chosen by shAIC, showing fsg; (Eq. (8)) with
circles connected by lines to enhance visual appearance with “—" and “+” indicating the
distance to N-terminal and C-terminal ends of the secondary element, respectively. (b) fsg|
for 4 = 1-6 shown for a case, for which the advanced individual residue based model was
chosen by shAIC showing different residues classes with different colors: Gly, p-branched,
aromatic, Cy-amide, C3-amide, sulfur-containing and the rest grouped together as indicated
with differently colored single-letter abbreviations for the amino acids in chart (b).
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Fig. 15.
The effect of packing. (a) and (b) Experimental Co and CB chemical shifts (ppm) for all
alanines in the training set in B-sheets (red dots), helixes (blue dots) and coil states (green

dots) showing separately values for (a) exposed residues (pf"<0. 1) and (b) buried residues
(p>0.2). (c) The parameter, A", in Eq. (11) for the simple model (same value for all

residue types) scaled by the corresponding standard deviation, o, for the observed shifts
demonstrating the effect of packing for different atom types and secondary structures.
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Fig. 16.

rmsd to reference structure as a function of the number of NOE restraints. An ensemble of
structures was calculated for the protein with pdbID 1srr as described in Section 2.3.2 and
the procedure was repeated to produce eight such ensembles each with eight structures, and
again for all eight different groups using a different number of distance restraints. The rmsd
to the reference structure is plotted for all eight members of the ensemble taking an average
within the same ensemble (red curve), the member within each ensemble with lowest
empirical target function combining NOE and force field energy (blue curve), and the
member within each ensemble with lowest shAIC chemical shift pseudo energy (green
curve). For each group with a different number of distance restraints, the standard deviation
among the rmsds for the eight such best members (from the eight ensembles having the
same number of distance restraints) are indicated by error bars. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this
article.)
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Fig. 17.

The shAIC and Sparta+ normalized chemical shift energy score, Z, vs. rmsd deviation from
the reference structure. In (a) each 2:256 points (blue and red dots for shAIC and Sparta+,
respectively) represent a structure decoy calculated for one of the protein structures
determined by X-ray from the ROSETTA test set, pdbID 1srr, (see Section 2.5). The
chemical shift energy (Eq. (4)) was converted to a Z-score by subtracting the mean and
dividing by the standard deviation shown on the y-axis. The secondary structure designation
of each decoy was calculated using DSSP [51]. The rmsd deviation when overlayed with the
reference X-ray structure is shown at the x-axis. In (b) the same relation is shown but with
combining 16 consecutive structures with increasing rmsds to the reference structure and
showing the mean rmsd and the mean score on the axes using the standard deviation within
the 16 structures as error bars.
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(@) The shAIC and (b) Sparta+ chemical shift energy vs. the “crankshaft” deviation from the
reference structure. shAIC (a) and Sparta+ (b) energy profiles. The energy calculated using
Eq. (4) is shown as a function of the “crank-shaft” shift, 6, relative to the observed values in
the structure (pdbid 1srr) for three consecutive residues 25-27 in a loop shown as blue, red
and green curves, respectively. 6 = 0 refers to the reference structure and 6 = 4 to a modified
structure with (i — 1) = pops(i — 1) + 4 and ¢(i)= @ops(i) — 4 (and all other angles
unchanged). Such modified structures were produced in steps of 3°. Insert (b): the 40
different protein conformations used for calculating the profiles. The reference structure is
shown in green and with a cartoon and with lines linking consecutive Ca atoms (Ca-trace)
while the modified structures are shown in different colors with a Ca-trace only. The effect
of a “crankshaft motion” is a local distortion near residue, i, along with a small translation of
the half of the protein from residue, i. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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