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When you see someone reach into a cookie jar, their goal remains obvious even if you know that the last cookie has already been
eaten. Thus, it is possible to infer the goal of an action even if you know that the goal cannot be achieved. Previous research has
identified distinct brain networks for processing information about object locations, actions and mental-state inferences.
However, the relationship between brain networks for action understanding in social contexts remains unclear. Using functional
magnetic resonance imaging, this study assesses the role of these networks in understanding another person searching for
hidden objects. Participants watched movie clips depicting a toy animal hiding and an actor, who was ignorant of the hiding
place, searching in the filled or empty location. When the toy animal hid in the same location repeatedly, the blood oxygen
level-dependent (BOLD) response was suppressed in occipital, posterior temporal and posterior parietal brain regions, consistent
with processing object properties and spatial attention. When the actor searched in the same location repeatedly, the BOLD
signal was suppressed in the inferior frontal gyrus, consistent with the observation of hand actions. In contrast, searches towards
the filled location compared to the empty location were associated with a greater response in the medial prefrontal cortex and
right temporal pole, which are both associated with mental state inference. These findings show that when observing another
person search for a hidden object, brain networks for processing information about object properties, actions and mental state
inferences work together in a complementary fashion. This supports the hypothesis that brain regions within and beyond
the putative human mirror neuron system are involved in action comprehension within social contexts.
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INTRODUCTION
If a man stands at his front door and searches in his pockets,

you can guess that he is looking for his keys even if you know

he left them in his car. The man’s ignorance to the location

of his keys does not interfere with our ability to make sense

of his goal. There is increasing neuroscientific interest in how

brain systems for action perception and for mental state in-

ference interact in social tasks, but few studies have directly

addressed this question. The current study uses functional

magnetic resonance imaging (fMRI) to examine how the

brain responds to other people’s searching behaviour when

the observer has access to knowledge that an actor does not.

Two distinct brain networks have been associated with

action understanding and with mental state inference. A

frontoparietal network comprising the posterior portion of

inferior frontal gyrus (IFG) plus adjacent ventral premotor

cortex (PMv) and inferior parietal lobule (IPL) responds to

the execution and observation of actions (Grèzes and Decety,

2001; Gazzola and Keysers, 2009; Caspers et al., 2010). This

network is commonly known as the human mirror neuron

system (MNS) because it is believed to contain mirror neu-

rons (Kilner et al., 2009; Oosterhof et al., 2010), similar to

those observed in the non-human primate brain (Gallese

et al., 1996; Fogassi et al., 2005). The MNS responds to

action features such as goals and kinematics (Hamilton

and Grafton, 2006, 2007, 2008) and is sensitive to at least

some aspects of the context surrounding an action (Iacoboni

et al., 2005; Newman-Norlund et al., 2007; Liepelt et al.,

2009). By contrast, medial prefrontal cortex (mPFC), tem-

poroparietal junction (TPJ) and temporal poles respond

when mental states, such as thoughts, beliefs and desires

are attributed to other people (Frith and Frith, 1999,

2006). This ‘mentalizing’ network is active when reasoning

about the beliefs that a protagonist holds in a story (Fletcher

et al., 1995; Gallagher et al., 2000) and when inferring the

mental states of another agent in real-time during competi-

tive or cooperative games (McCabe et al., 2001; Gallagher

et al., 2002).

The MNS and mentalizing network are believed to be

involved in making sense of other people’s non-verbal be-

haviour. A key theoretical question concerns the relationship

between the MNS and the mentalizing network (Keysers and

Gazzola, 2007; Uddin et al., 2007; Schilbach, 2010). Some
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claim that motor simulation, a process of mapping observed

actions onto one’s own motor repertoire, is implemented in

the MNS and is central to our ability to understand other

people’s social behaviour (Rizzolatti et al., 2001; Rizzolatti

and Craighero, 2004; Gallese, 2005, 2007; Rizzolatti and

Sinigaglia, 2010). Others claim that simulation is not

sufficient for social understanding and instead suggest that

a more inferential mechanism, possibly implemented in the

mentalizing network, is essential to social cognition (Csibra,

2007; Wood and Hauser, 2008). However, most studies that

report activation of the mentalizing network have used

verbal or abstract tasks (Fletcher et al., 1995; Gallagher

et al., 2000; Saxe and Kanwisher, 2003).

Relatively few action observation studies have tested the

hypothesis that the mentalizing network has a role in action

understanding. In two such studies that have investigated

this, Grèzes et al. (2004a, b) showed that mPFC is activated

when observing an actor perform whole-body movements

with deceptive intent. Furthermore, Brass et al. (2007)

showed that TPJ and to a lesser extent mPFC are activated

when observing unusual actions in a context where such an

action was irrational (e.g. turning on a light with your knee

when your hands are free), whereas de Lange et al. (2008)

showed that reflecting on the intentions behind unusual ac-

tions activated mPFC and TPJ. These studies suggest that in

more socially complex contexts, action comprehension can

require a form of interpretative processing that is imple-

mented in brain networks beyond the MNS (Csibra, 2007;

Wood and Hauser, 2008).

In the present article we take a different approach to

examine the links between action perception and mental

state inference. We aimed to contrast the roles of the MNS

and mentalizing network in a situation where one has access

to ‘knowledge’ of the environment that an observed actor

does not. For example, when seeing someone reach into a

cookie jar, how does your brain respond when you know

that the last cookie has already been eaten compared to when

you know the cookie jar is full? To address this question we

devised a hide and seek paradigm. Participants watched

movie clips in which a toy animal moved from the centre

of a table and hid in one of two locations, which were pos-

itioned to the left or right of the toy animal’s starting pos-

ition. Subsequently, an actor (who was ignorant of the

hiding location) searched for the toy in one of the two lo-

cations. Thus, the search could be directed towards the filled

or empty location but the outcome of the search was not

shown (Figure 1).

A repetition suppression (RS) approach was used to test

for brain regions encoding the location where the toy hid

and the location where the actor searched, independently.

RS is based on the finding that repeating a stimulus fea-

ture attenuates the blood oxygen level-dependent (BOLD)

response in brain areas sensitive to that feature (Grill-

Spector and Malach, 2001; Grill-Spector et al., 2006). On

each trial, the toy animal could hide and the actor could

search in the same location as the previous trial or a novel

location. Previous action perception studies using RS have

shown that anterior intraparietal sulcus (aIPS) is sensitive to

action goals (Hamilton and Grafton, 2006, 2007; Ramsey

and Hamilton, 2010), whereas IFG is sensitive to action kine-

matics (Hamilton and Grafton, 2007; Kilner et al., 2009).

In the present study, we use the same logic to distinguish

the perception of the movement of a toy animal hiding

(RS-hide) from the perception of the actor’s searching

action (RS-search).

We predicted that RS-hide would engage brain regions

involved in processing properties of the hiding location

itself, such as form and colour, as well as its spatial location

(left vs right). Brain regions associated with coding object

properties include fusiform gyrus, middle occipital, occipito-

temporal and posterior parietal brain regions (Chao et al.,

1999; Grill-Spector et al., 1999; Ishai et al., 1999, 2000;

Haxby et al., 2001; Martin, 2007; Simmons et al., 2007).

Brain regions associated with reorienting of spatial attention

include a frontoparietal network (Corbetta et al., 2008), as

well as ventral temporal, middle occipital and occipitotem-

poral regions (Coull and Nobre, 1998; Martinez et al., 1999).

In contrast, we predicted that RS-search would engage brain

regions involved in action perception. Consequently, we pre-

dicted RS-search in the MNS, which represents observed

action features (Hamilton and Grafton, 2006, 2007; Kilner

et al., 2009), superior temporal sulcus (STS) and occipito-

temporal cortex (OT), which respond to biological motion

and body parts, respectively (Downing et al., 2001; Blake and

Shiffrar, 2007). We did not expect the RS-search contrast

to reveal brain regions encoding high-order features of

action such as goals and intentions because participants

knew that the goal of the actor on every trial was to find

the toy.

Finally, our paradigm enabled a third contrast to be dis-

tinguished, which directly compared searches towards filled

locations with searches towards empty locations. Critically,

the introduction to the videos explicitly stated that the actor

did not know which location was filled. In contrast, the par-

ticipant in the scanner always knew the location of the

object. If the MNS distinguishes between actions based on

the observer’s knowledge of the goal location, this would be

consistent with recent findings that suggest action compre-

hension abilities in the MNS are more sophisticated than

initially outlined (Iacoboni et al., 2005; Newman-Norlund

et al., 2007; Liepelt et al., 2009). Such a result would support

the claim that the MNS itself is the primary brain network

for understanding the meaning of actions (Rizzolatti et al.,

2001; Rizzolatti and Craighero, 2004; Gallese, 2005, 2007;

Rizzolatti and Sinigaglia, 2010). However, other brain sys-

tems might also distinguish reaches towards filled and empty

locations. In particular, the mentalizing network responds

when individual’s observe actions that occur in ‘irrational’

contexts even without explicit instruction to consider other

people’s mental states (Brass et al., 2007). Engagement of the
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mentalizing network in the current action scenario would

suggest that understanding actions involves brain systems

beyond the MNS, which are associated with inferential

models of action understanding (Gergely and Csibra, 2003;

Csibra, 2007; Wood and Hauser, 2008).

METHOD
Twenty-five participants (5 male, mean age 21.8 years, one

left-handed) gave their informed consent to complete the

experiment in accord with the local medical ethics board.

Before scanning, participants were told that they would see

movies that were intended for children, which depicted an

adult playing with a toy animal. Before each scanning block,

an introductory video explained that each actor liked to play

with a toy animal, but the animal enjoyed hiding in one of

two locations so the actor always wanted to find the animal

(Figure 1, left side). These instructions established the actor’s

desire to find the animal and his/her ignorance of the ani-

mal’s location.

During scanning, participants watched movie clips that

were separated by a blank screen for 0.4 s. Movie clip

Fig. 1 Stimuli and experimental set up. The left-side depicts scenes from one introductory video. Before each scanning block two different introductory videos were shown
(30 s per video). The centre depicts scenes from a typical movie sequence viewed by participants during fMRI scanning. Each sequence began with a new movie followed by eight
experimental clips. For each movie clip the toy animal could hide and the actor could search in the same (repeated) or different (novel) location with respect to the previous
movie. As such, each clip fell evenly into a 2� 2 factorial design for hide and search, novel and repeated (abbreviations are: n¼ novel, r¼ repeated, H¼ hide, S¼ search).
Following a sequence, participants answered a yes-no question regarding the previous movie, then rested. The right side shows six scenes from one trial. On each a trial, a toy
animal (e.g. a frog) would hide in one of two locations (e.g. between bed sheets or books) and an actor would open the curtains and search in one of the two locations.

244 SCAN (2012) R.Ramsey and A.F. de C.Hamilton



durations ranged from 6.5 to 8.5 s according to the natural

length of the event, but were constant within each sequence.

Each movie clip comprised two aspects: hide and search. In

the hide phase, a toy animal was moved using invisible wire

to hide in one of the two locations whilst an actor was

standing behind closed curtains, ignorant of the animal’s

location. The two hiding locations (one on the left and the

other on the right) were clearly distinguished by the different

objects available for the animal to hide among, for example,

a stack of books vs bed linen (Figure 1, centre). In the search

phase, the actor would open the curtains, step forward, look

at each location in turn and then reach into one of the lo-

cations (Figure 1, right side). Thus, the reach could be per-

formed to the location containing the toy animal (filled) or

not containing the toy animal (empty). Following a sequence

of nine movies, participants answered an yes–no question

about the content of the last movie they had just observed

(e.g. Did they have dark hair?), then rested. The content of

the question could not be predicted so participants were

required to attend to the whole scene in order to answer.

The duration of the combined question and rest period

before the next sequence of movies began was chosen ran-

domly without replacement from the possible durations (7,

8, 9, 10, 11 or 12 s; Figure 1, centre), and was independent of

the stimulus condition. All stimuli were presented with

Cogent running under Matlab 6.5 permitting synchroniza-

tion with the scanner and accurate timing of stimuli

presentation.

Every sequence of movies commenced with a randomly

chosen movie clip, labelled ‘new’. Subsequently, eight movie

clips were presented in a pseudorandom order in a one-back

RS design. Each movie was defined in relation to the previ-

ous movie as either novel hide location–novel search

location (nHnS), repeated hide location–novel search loca-

tion (rHnS), novel hide location–repeated search location

(nHrS) or repeated hide location–repeated search

location (rHrS). Further, each movie was defined in terms

of whether the reach was directed towards the filled (F) or

empty (E) hiding location. Each participant completed three

functional runs with six sequences of movies in each run

giving 144 RS trials, which evenly filled a 2� 2 factorial

design for hide and search, novel and repeated.

Filled–empty trials were classified post hoc with an average

of 27 filled trials per run. Six different actors were used, each

with a different toy animal and a unique pair of hiding

locations. Participants completed three runs, with two dis-

tinct actor-toy sets shown in each run, in alternate blocks.

The experiment was performed in a 3T Phillips Achieva

scanner using an eight channel-phased array head coil with

38 slices per TR (3-mm thickness); TR: 2500 ms; flip angle:

808; field of view: 19.2 cm; matrix: 64� 64. To improve

signal detection, double-echo imaging was performed

(Gowland and Bowtell, 2007). This method of scanning

is designed to optimize signal detection from brain regions

that often suffer from dropout (e.g. temporal poles and

orbitofrontal cortex) without degradation of signal quality

in parietal and occipital regions. Two images were collected

in each TR, at echo times of 20 and 40 ms. Two hundred TRs

were collected in each of the three runs. Data for each echo

time were realigned separately and then combined using a

weighted summation based on the signal strength in each

brain region (Marciani et al., 2006). From this point on-

wards only the combined images were analysed further,

and were treated like data from typical single-echo fMRI.

Data were normalized to the MNI template with a resolution

of 2� 2� 2 mm using SPM2 software. A design matrix was

fitted for each subject with one regressor for each movie type

in searches towards the filled (FnHnS, FrHnS, FnHrS,

FrHrS) and empty locations (EnHnS, ErHnS, EnHrS,

ErHrS) and combined across the three functional runs.

Each movie was modelled as a boxcar with the duration of

that movie convolved with the standard hemodynamic re-

sponse function. New and Question trials were modelled

in the same way but not analysed further. In order to

reduce the impact of movement artefacts each design

matrix weighted every raw image according to its overall

variability (Diedrichsen and Shadmehr, 2005). After estima-

tion, 9-mm smoothing was applied to the beta images.

In order to localize brain regions showing RS-Hide, a

contrast for the main effect of hide (novel > repeated) was

calculated across all movies. To localize brain regions show-

ing RS-search, a contrast for the main effect of search

(novel > repeated) was calculated across all movies, irrespect-

ive of object (toy animal) location. To identify brain regions

that are sensitive to searches towards filled versus empty

locations, main effects for searches towards filled

(filled > empty) and empty locations (filled < empty) were

performed across all movies. Contrast images for all partici-

pants were taken to the second level for a random effects

analysis. Correction for multiple comparisons was per-

formed at the cluster level (Friston et al., 1994), using a

voxel-level threshold of P < 0.005 and 50 voxels and a

cluster-level correction of P < 0.05. Brain regions that survive

a threshold of P < 0.005 uncorrected and 50 voxels over the

whole brain are reported in Table 1. To reduce false posi-

tives, we focus our discussion on results within our predicted

brain networks, the MNS, mentalizing, object-processing

and spatial attention networks.

RESULTS
The repetition suppression contrasts yielded results consist-

ent with our predictions. Four brain regions showed

RS-hide: bilateral superior parietal lobule (SPL), right

middle occipital, occipitotemporal and fusiform gyri. In

Figure 2 the pattern of response in these brain regions is

depicted with parameter estimate plots showing that irre-

spective of searching location, the response to a novel

hiding location was suppressed when the toy animal hid in

the identical location for a second time.

The perception of searching actions in the human brain SCAN (2012) 245



One brain region showed RS-search bilaterally: posterior

IFG extending into adjacent PMv. In Figure 3, the pattern

of response in these regions is depicted with parameter esti-

mate plots showing that irrespective of the hiding location,

the response to seeing an actor search in a novel location

was suppressed when the same search was performed for a

second time.

The filled vs empty contrast revealed two brain regions

within our predicted networks, which showed a stronger

response for searches towards filled than empty locations:

mPFC and right temporal pole (Figure 4). Right anterior

IFG extending into orbitofrontal cortex also showed the

same pattern of response. However, this anterior IFG

region is not part of the MNS, which is in posterior IFG

adjacent to PMv, and is therefore not part of our predicted

networks and thus we do not discuss it further. No brain

regions showed a stronger response for false compared to

true searches. There were no significant interactions between

any of the three contrasts described here.

DISCUSSION
Our results demonstrate the involvement of both MNS and

mentalizing brain regions in understanding another person’s

searching behaviour. When an actor was observed searching

in the same location repeatedly, the BOLD response was

suppressed in the inferior frontal node of the MNS. In con-

trast, the mentalizing network distinguished between

searches towards filled and empty locations, which suggests

that this network has a role in understanding actions in cases

of differential knowledge between self and other. These find-

ings suggest functional divisions in the roles played by the

MNS and mentalizing network during action perception,

which have implications for theories of action understanding

in social contexts.

Hiding and searching
Our study is the first human neuroimaging investigation of

the brain systems that respond to the observation of another

person searching for a hidden object. We found that when

the toy repeatedly hid in the same location, the BOLD re-

sponse was suppressed in superior parietal, middle occipital,

occipitotemporal and fusiform brain regions. These brain

regions are associated with encoding object properties

(Chao et al., 1999; Grill-Spector et al., 1999; Ishai et al.,

1999, 2000; Haxby et al., 2001; Martin, 2007; Simmons

et al., 2007) as well as with reorienting spatial attention

(Coull and Nobre, 1998; Martinez et al., 1999; Corbetta

et al., 2008). Both these features are relevant to processing

the toy object hiding and we do not attempt to distinguish

them. RS-hide was also found in a number of brain regions

beyond our predicted network, including the posterior

hippocampus, which may reflect spatial memory demands

of tracking object locations (Burgess et al., 2002; Bird and

Burgess, 2008). Keeping track of objects is typically con-

sidered a ‘non-social’ process; it does not entail inferences

Table 1 Brain regions showing RS-Hide, RS-Search and the contrasts
between searches towards filled and empty locations

Region Number
of voxels

T Montreal Neurological
Institute co-ordinates

x y z

RS-hide
Medial cerebellum 213 6.79 0 �72 �30

�12 �80 �26
Left occipitotemporal gyrus 471 5.01 �36 �68 0

�44 �72 �16
Right and left superior parietal

lobules
3048 4.97 16 �60 54

�18 �48 48
�14 �58 48

Right precentral gyrus 539 4.07 32 �12 58
34 �20 60
26 �10 40

Right insula/striatum 108 4.04 24 18 �2
Right fusiform, occipitotemporal

and middle occipital gyri
1065 3.77 34 �56 �6

58 �66 �6
32 �80 16

Left medial amygdala 88 3.76 20 �6 �20
Left posterior hippocampus 117 3.74 �32 �30 �4

�24 �30 �2
Right inferior parietal lobule 131 3.72 62 �42 46

52 �52 52
Left insula 50 3.50 �30 �6 8
Right posterior hippocampus 83 3.50 16 �26 �4
Right IPL/intraparietal sulcus 54 3.47 34 �30 38

26 �34 34
Right insula/putamen 50 3.43 36 �6 �6
Left inferior temporal gyrus 77 3.42 �44 �36 �20

�40 �44 �26
Left putamen 111 3.32 �20 2 �4

�16 �8 �6
�24 8 �10

Right cerebellum 84 3.26 20 �60 �24
28 �62 �24

RS-search
Right lateral prefrontal cortex 353 4.46 46 54 �4

50 48 6
30 50 16

Left lateral prefrontal cortex 142 3.70 �36 54 �6
Left medial wall of caudate body 239 3.64 �18 �8 22

�28 �14 24
�34 �16 30

Right parahippocampul gyrus 50 3.54 32 �12 �40
Left middle intraparietal sulcus 120 3.44 �22 �60 46
Right premotor cortex extending

into inferior frontal gyrus
(pars opercularis)

186 3.26 42 4 60
42 8 36
38 4 48

Left inferior frontal gyrus
(pars opercularis) 62 3.26 �52 12 30

Filled > empty
Right temporal pole 298 4.92 60 4 �24

52 �20 �22
Right anterior inferior frontal

gyrus (pars orbitalis) extending
into orbitofrontal cortex

197 4.31 56 34 �2
52 34 �10
54 26 �10

Medial prefrontal cortex 171 3.95 �2 56 38
Right central sulcus 97 3.80 48 �12 48
Left insula extending into caudate 168 3.67 �32 �18 4

�30 �20 12
Right middle occipital gyrus 78 3.09 8 �104 16

Empty > filled
No brain regions

Only regions surviving a voxel-level threshold of P < 0.005 and 50 voxels are
reported. Subpeaks more than 8 mm from the main peak in each cluster are
listed. Bold indicates regions that survive the whole-brain cluster-corrected threshold
at P < 0.05.
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about other people’s minds (Adolphs, 2009). In the current

study, participants needed to track locations in order to in-

terpret the outcome of the actor’s searching action. Thus,

our results suggest that non-social and social brain regions

can be engaged in concert as the situation demands. This

supports recent suggestions that more ecologically-valid

models of social information processing can be derived

from examining social cognition in contexts that reflect

real life interactions to a greater extent (Kingstone et al.,

2008; Zaki and Ochsner, 2009; Schippers et al., 2010).

Fig. 2 Brain regions showing RS-hide. Significant suppression was seen for repeated hide (grey bars) compared to novel hide (black bars) in bilateral superior parietal lobule and
right fusiform, occipitotemporal and middle occipital gyri. Parameter estimates (SPM betas) are plotted for each region. n¼ novel, r¼ repeated, H¼ hide, S¼ search.

Fig. 3 Brain regions showing RS-search. Significant suppression was seen for re-
peated search (grey bars) compared to novel search (black bars) in bilateral inferior
frontal gyrus and adjacent ventral premotor cortex. Parameter estimates (SPM betas)
are plotted for each region. n¼ novel, r¼ repeated, H¼ hide, S¼ search.

Fig. 4 Brain regions for filled > empty searches. Significantly greater activity was
seen for searches towards filled locations (black bars) compared to empty locations
(grey bars) in right temporal pole and medial prefrontal cortex. Parameter estimates
(SPM betas) are plotted for each region.
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We also examined brain regions sensitive to the actor re-

peatedly searching in the same location. Bilateral IFG and

adjacent PMv showed RS for search, independent of the toy’s

actual location. Because high-level features of actions, such

as goals or intentions, were kept constant, this pattern of

activity reflects sensitivity to action features that changed

with search location, such as hand kinematics and body pos-

ture. Previous action perception research has shown that IFG

responded to kinematic features of hand actions (Hamilton

and Grafton, 2007; Kilner et al., 2009) as well as the effector

used to perform actions (Jastorff et al., 2010). Our findings

suggest that when observing another person search for an

object with their hand, IFG and adjacent PMv are sensitive to

the direction and configuration of such actions. These data

are consistent with emerging hierarchical models of action

comprehension (Hamilton and Grafton, 2007; Grafton,

2009; Jastorff et al., 2010), which suggest IFG provides a

kinematic or somatotopic description of action in prepar-

ation to produce a suitable motor response.

Filled and empty locations
In mPFC and right temporal pole, a stronger BOLD response

was observed for searches towards filled compared to empty

locations; no brain regions showed stronger responses for

searches towards empty locations. Before interpreting these

results, we should emphasize the differential knowledge be-

tween actor and participant in the current task. The partici-

pant knew exactly where the toy was hidden, but the

introduction emphasized that the actor was ignorant to the

toy animal’s location and consequently had no belief about

the location of the toy. When faced with an ignorant actor

who wants to find an item that is hidden in one of two

locations, adults predict that actors will show no preference

to either location (Friedman and Petrashek, 2009). Thus, the

engagement of these regions does not reflect fulfilment of the

participant’s predictions about the actor’s actions, nor does

it reflect encoding of the actor’s belief about the location

of the toy animal. Rather, we will consider several possible

interpretations of these results.

Only one previous study by Brass and colleagues (2007)

reports engagement of the mentalizing network during

action observation when participants were not explicitly in-

structed to consider the intentions (de Lange et al., 2008) or

deceptive intent (Grèzes et al., 2004a, b) of the actor. In that

study, mPFC and TPJ showed stronger activation when par-

ticipants observed irrational actions compared to similar ac-

tions which, because of a change in context, were rational

(Brass et al., 2007). Our results support the findings of Brass

and colleagues in the sense that we show that mPFC can be

engaged when observing simple actions without the explicit

instruction to mentalize. However, our paradigm was quite

different. Our data show that brain regions associated with

mentalizing respond more when observing actors reach into

a location filled with an object compared to an empty

location. Numerous cognitive interpretations of this result

are plausible, which we will now outline.

One possible interpretation of our data is that when the

actor searches in a filled location, there is a clear change in

his/her mental state from one of ignorance to one of know-

ledge. By contrast, on empty trials, the actor does not have

direct knowledge of the toy’s location. Therefore, the greater

BOLD response for searches to filled compared to empty

locations may reflect heightened sensitivity to situations

where an actor gains direct and relevant knowledge of the

toy location. A second possibility is that participants may

predict the consequence of the action in the filled-location

searches, for example, that the actor will be happy or will

perform further actions, which would not be possible on

empty-location searches. Third, prior work has shown that

your own action (e.g. lifting a box) can modulate the MNS

and occipitotemporal brain regions during the perception of

a similar action (Hamilton et al., 2006). The current result

may reflect ways that your own knowledge of the environ-

ment can modulate brain regions associated with mentaliz-

ing during the perception of action. Finally, our results could

be considered in terms of teleological reasoning, a possible

precursor to mentalizing. Infants are able to interpret actions

in relation to contextual and environmental demands with-

out deliberate mental state reasoning (Gergely et al., 1995;

Csibra and Gergely, 1998, 2007; Gergely and Csibra, 2003).

It is suggested that they may track the relationship between

current reality and a future reality or goal state. Participants

in our study might have engaged in a similar process when

observing actions that will achieve their goal compared to

those that will not, and it is possible that this teleological

reasoning is sufficient to engage mentalizing brain regions.

Future work could distinguish these possibilities.

In sum, a broad network of brain regions respond when

deliberately attributing or reasoning about other people’s

mental states (Frith and Frith, 1999, 2006), and also when

observing actions performed in ‘irrational’ contexts, even

when no instruction is given to consider other people’s

mental states (Brass et al., 2007). It is therefore possible

that different components of the mentalizing network�
mPFC and temporal poles�show subtle sensitivity to

observed actions based on one’s own knowledge of the en-

vironment in relation to an actor’s knowledge. Future work

that fractionates possible functional roles of component

parts of the mentalizing network would be worthwhile.

In addition, it would also be valuable to test the range of

cognitive processes that occur in brain regions associated

with mentalizing, which do not reflect deliberate mental

state reasoning.

Methodological implications
Seminal positron emission tomography (PET) and fMRI

work that investigated mental-state attribution highlighted

the temporal poles as a node in a network of brain regions

involved in mentalizing (Fletcher et al., 1995;
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Gallagher et al., 2000). But, in subsequent neuroimaging

studies, these regions have received little attention (but see

Olson et al., 2007; Ross and Olson, 2010). One reason may

be due to the variability in signal quality across different

regions of the brain when using fMRI, and the common

problem of signal dropout in temporal poles (Weiskopf

et al., 2006). A strength of the current methodology was to

use double-echo imaging to improve signal detection in

brain areas that are usually impoverished without degrad-

ation to any other region (Marciani et al., 2006; Gowland

and Bowtell, 2007). In this way, we found activity in tem-

poral poles that may not have been possible using standard

fMRI scanning parameters. We suggest that this novel

method may be useful to any researcher interested in similar

brain regions that suffer from signal dropout.

Theoretical implications and future directions
The current findings advance our understanding of how the

MNS and mentalizing network interact during the percep-

tion of action. We show the involvement of both the MNS

and mentalizing network in action understanding when the

observer and actor have different access to knowledge.

Components of the MNS were sensitive to the direction of

hand motion but were not modulated by the participant’s

knowledge. However, components of the mentalizing net-

work distinguished actions that the observer knows are dir-

ected to a filled location from those the observer knows are

directed to an empty location. Thus, although some studies

show the MNS incorporates a wider context surrounding an

action (Iacoboni et al., 2005; Newman-Norlund et al., 2007;

Liepelt et al., 2009), we show limits to the social competence

of the MNS (Csibra, 2007; Wood and Hauser, 2008) and

support the hypothesis that the mentalizing network con-

tributes to action comprehension (Grèzes et al., 2004a, b;

Brass et al., 2007; de Lange et al., 2008). Together, the

findings are compatible with the notion that the mentalzing

network and MNS perform complementary roles in under-

standing other people’s actions (Keysers and Gazzola, 2007;

Uddin et al., 2007).

Future work in this area could aim to delineate which

specific features of observed actions lead to engagement of

the mentalizing network compared to the MNS, and thus

define the functional role of each of these networks in action

comprehension (Schilbach, 2010). Such an approach would

help to distinguish different levels of action perception and

revise previous definitions of ‘action understanding’ that

may have been too narrow, thus artificially restricting the

set of brain regions implicated in this process (Hickok,

2009). On a related note, there is a clear need for more

sophisticated neurocognitive models that take into account

the time-course, interactions and development of different

components of the social brain (Nummenmaa and Calder,

2009). Recent models of action understanding have sepa-

rated different levels of processing in hierarchical

(Hamilton and Grafton, 2007; Grafton, 2009;

Jastorff et al., 2010) and dual-route structures (Rumiati

and Tessari, 2002), and the extension of these models to

more complex situations would be valuable. Finally, the pre-

sent study suggests that brain regions associated with object

processing are engaged when a social stimulus demands in-

formation about object locations. Understanding the inter-

action of social and non-social processes is necessary for a

more inclusive and ecologically valid approach to social cog-

nition (Kingstone et al., 2008; Zaki and Ochsner, 2009).

CONCLUSION
Appreciating the meaning of social interactions involves

linking an observed individual’s knowledge and actions

with your own knowledge, but few studies in social neuro-

science have examined this relationship during action per-

ception. We show that brain regions in the MNS respond to

visible action features, such as kinematics, whereas mentaliz-

ing regions show sensitivity to whether observed actions will

achieve their goals. This suggests that different, although

complementary, brain networks process visible action fea-

tures and interpret actions based on one’s own knowledge

of the environment. The results point towards a functional

dissociation between the MNS and the metalizing network,

which supports the hypothesis that action understanding in

social contexts requires multiple brain networks both within

and beyond the human mirror neuron system.
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Grèzes, J., Decety, J. (2001). Functional anatomy of execution, mental simu-

lation, observation, and verb generation of actions: a meta-analysis.

Human Brain Mapping, 12, 1–19.
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