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More than half of the published trials from NIDA’s Drug Abuse Treatment Clinical Trials
Network (CTN) have demonstrated significant site or site-by-treatment effects (1). This fact
alone is testament to the importance of carefully considering the inclusion of sites in the
analysis of multisite clinical trials of drug abuse treatment. The statistical choices for
modeling site effects on treatment outcomes have important implications for both trial
planning and interpretation of findings. We present and discuss different options for
handling site effects in the statistical model and the impact of each on the construction and
interpretation of the treatment estimate.

A researcher’s perspective on site effects should be at least partly influenced by the aims of
the project. If the project is focused more on establishing the efficacy of a treatment, and
multiple sites are used primarily to facilitate subject recruitment, the influence of site can be
viewed as a nuisance in the statistical analysis (2). Most pharmaceutical trials, particularly
those for relatively rare conditions, fit into this category. In these trials, site effects are
considered variance due to methods that need to be controlled in the analyses. Conversely, if
the goal of the research is to establish that a particular treatment approach has broad
applicability, emphasizing more the effectiveness side of the research continuum, then the
influence of site becomes significantly more important and variability across sites may
provide insight into the conditions under which the treatment approach is effective.

There are multiple factors that might cause there to be site differences in a research study.
The effectiveness of a treatment approach may be related to some characteristic(s) of the
individuals that tend to be found at a particular site. For instance, it is not unreasonable to
think that participants within a site might have more in common with one another than with
participants from other sites. Think of common observable characteristics that might be
correlated with the outcome. The characteristics that cause this homogeneity might come
from the clients themselves. For example, if socioeconomic status (SES) is related to the
outcome, and there are large differences in SES among the sites, analyses will show site
effects on the outcome variable as a result of these differences in SES. The effectiveness of a
treatment approach might also be the result of a contextual aspect of the site. For example, a
site may only serve participants whose primary problem is alcohol, or opioids, or some other
drug category. Sites might also have particular treatment approaches/philosophies, or
payment/reimbursement systems, which influence the type of client drawn to that site. Such
site characteristics can cause the client pool within a site to be more homogenous than
clients across multiple sites. Finally, there may be site-related factors that lead to differential
treatment response. Particular treatment approaches/philosophies or payment/reimbursement
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systems may not only draw a particular client population, but may also directly influence the
treatment outcomes. For example, there may be management or personnel differences across
sites that result in differences in treatment response. Finally, implementation of the
treatment conditions might unintentionally vary across sites.

Statistical approaches to managing site differences
There are three broad analytic approaches to managing site effects: 1) ignore them, 2) model
them as fixed effects, and 3) model them as random effects. As we will show, if site effects
are present, ignoring them can have deleterious consequences on the quality of the statistical
inference. In this case, modeling site effects as either fixed or random may be the more
appropriate choice. As we will discuss, in the case of continuous outcomes and linear
models (i.e. models that are linear in the parameters), many of the differences between these
approaches disappear when sites have equal sample sizes and equal proportions of
participants assigned to each treatment condition. Unfortunately, most trials do not have
equal sample sizes across sites. The more these sample sizes differ, the larger the difference
in treatment effect estimates across the statistical methods for handling site.

We present the impact of modeling site effects using these three approaches in models
including either a main effect of site alone, or the main effect of site and the site by
treatment interaction. Throughout, we assume that randomization occurs within sites (i.e.,
individuals, not sites, are the level of randomization), that the outcome variable is
continuous, and the statistical model is linear. We utilize an analysis of covariance approach
to describe how various estimators of treatment effects work in the multi-site framework:

(1.1)

where i=1,,,,nj indexes individuals within site, j=1,..S, indexes sites, xij is a dichotomous
treatment indicator and yij is the outcome for subject i in site j and eij is the residual error.
Both yij and xij can be decomposed to their within-site and between-site variation. These
distinct sources of variation could be utilized in two simple linear models to obtain two
different estimates of the treatment effect. The within site estimate removes the site-specific
mean of the outcome and treatment assignment from each individual’s value of the
respective quantity:

(1.2)

and the between site estimate is based on the site-specific means of the outcome and
treatment assignment :

(1.3)

The within and between estimates are based on an orthogonal decomposition and are
therefore independent sources of variation. These two estimates of the treatment effect are
used later in our examination of fixed and random site effects.

In our presentation, we first discuss the implications of ignoring site in the analysis. Next,
we consider the model with only a main effect of site and then the model that also includes
the site-by-treatment interaction; for both of these models, the ramifications of specifying
site as fixed or random are discussed. A brief example of the sample size requirements for
these different models is presented and we conclude with a discussion and summation of the
issues in addressing site effects for multisite trials.
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Ignoring site effects
Kraemer (3) illustrated that in the presence of mean differences in outcome across sites,
ignoring the influence of site can lead to widely varying estimates for the relationship
between treatment condition and outcome. These estimates differ depending on the
proportion of subjects at each site and whether the number of subjects assigned to the
treatment conditions varies across sites.

Ignoring site may also bias the estimate of the standard error of the treatment effect if there
is a non-trivial tendency for participants within a site to be more similar on the outcome
variable than participants between sites. Ignoring this homogeneity in the analyses will lead
to an overstatement of the statistical significance of the treatment effect (4, 5) even when
participants are randomized within site (6). The magnitude of this bias depends both on how
much of the variance in outcome is explained by site (the intra-class correlation, ICC) and
the number of participants recruited at each site (7, 8, 9). In most trials within the CTN, the
number of participants per site is at least fifty and frequently closer to 100. Even if site only
explains 1% of the variance in outcome (ICC=.01), this leads to an inflation of variance by
25% or 50% for site sizes of 50 and 100, respectively. This, in turn implies that standard
errors estimated ignoring this site effect would need to be inflated by 12% and 22%,
respectively to be accurate. Thus, because it is nearly impossible to rule out such small site
effects prior to running a multisite trial, ignoring the influence of site is really not a viable
option.

Main effect of site
Fixed Main Effect for Site

The influence of site on the outcome may be estimated as a fixed effect by including an
indicator variable for each site:

(1.4)

where dj is a dummy indicator for site j, α is the outcome mean for the control group, βf1 is
the difference between the control mean (α) and treatment group mean (i.e., the treatment
effect), aj is the deviation of site j mean outcome from the overall mean of outcome. The
restriction allows the inclusion of dummy indicators for all sites and a constant term in the
full-rank model. This approach results in a within-site analysis of treatment on outcome
because inclusion of site-specific dummy variables causes each predictor (e.g. treatment) to
be deviated from its site-specific mean.. Thus the treatment estimate in this case is based on
within-site variation (βf1 = βw, from Equation 1.2.) and the between-site variation is
removed from the treatment estimate. When there is only a fixed main effect for site (i.e.
when a treatment-by-site interaction is not included in the model) the estimate of treatment
effect based on the standard Type III sums of squares is weighted by the sample size of the
site. As a result, if there is wide variation in sample size across sites, this variation is
incorporated into the analysis and the estimated treatment effect is the weighted mean of
treatment effects across sites.

In a study with equal proportion of individuals across sites, and an equal number assigned to
each treatment condition, the between-site variation in treatment assignment cannot explain
any of the variation in the outcome variable. To illustrate this, consider an estimate of
treatment effect based on between-site variability (Equation 3). The between-site treatment
indicator,  is the proportion of participants assigned to the experimental treatment site j. If
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sample size and the proportion assigned to the experimental treatment is the same at each
site, this average of the treatment indicator will not vary across sites, therefore treatment
assignment cannot explain any of the variability in the average outcome across sites. Thus,
when we have consistent proportions of individuals assigned to treatment condition across
site and there is no site-by-treatment interaction, a within-site analysis of treatment effects
does not involve any loss of information.

Examples of Trials Using Fixed Effects for Site
The first two trials within the CTN to test the effectiveness of contingency management +
treatment as usual (TAU) versus TAU alone for stimulant abuse analyzed their data with and
without a fixed site effect in the model. CTN 0006 involved eight outpatient psychosocial
treatment programs (10). Including site as a predictor of outcome did not alter conclusions
of the trial (that contingency management was effective in increasing drug-free urines,
increasing retention and duration of abstinence). Similarly, in CTN 0007, which included six
methadone maintenance sites, Site was an important predictor in supplemental analyses, but
did not alter the conclusions that contingency management effectively increased stimulant
abstinence in community-based methadone maintenance treatment clinic sites (11).

Advantages and Disadvantages of Fixed Main Effect for Site
The primary advantage of using a fixed site effect approach is ease of implementation.
Another advantage is that When the number of participants per site is equal and assignment
to condition is balanced, sample size determination is straight forward. The only factor
influencing the number of sites in the study is choosing enough sites to reach the necessary
overall sample size for adequate power. The total sample size needed is the same regardless
of whether all participants come from a single site, or from multiple sites (though an
additional participant should be included per-site to account for the degrees of freedom used
in estimating the site-specific means). However, if a study plans for equal sample sizes
across sites, but in reality achieves unbalanced sample sizes across sites, there is a reduction
in statistical power (12).

The primary disadvantage of the fixed site effect approach is that the analysis is conditional
on the sites within the model, i.e. there is no statistical basis for generalization to the larger
population of sites that could have been in the study, or for whom the intervention might
eventually be implemented. Just as in a single-site study, the only way to assess whether the
treatment is likely to have similar results with a particular type of patient is to qualitatively
evaluate whether the sample in the study was similar to that patient type. The study gives no
information on how to statistically assess the likelihood of treatment effectiveness for a
participant from a different site. Another disadvantage is that the interpretation of an overall
site effect depends on the assumption of no site-by-treatment interaction (see below).

Random Main Effect for Site
In a random site effect model a variance component is included in the model to account for
variability in the outcome due to differences between sites:

(1.5)

where sj is the random effect for site j, and is normally distributed with mean 0 and variance
, independently from the residual errors, eij. The generalized least squares estimate for

βr1, the treatment effect, is based on a weighted average of the within-site and between-site
component estimates of treatment effect on outcome (Maddala, 1977):
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(1.6)

where  and the weights are the quantities in large square brackets. Note that the
weight on bw has the within-site variation in treatment assignment in the numerator whereas
the weight on bb has the between-site variation in treatment assignment in the numerator. If
neither the sample sizes nor the proportions assigned to the treatment conditions differ
across sites then the between-site variability in treatment assignment is zero (causing

 for all j, the weight on the within-site component, bw to be 1 and the weight on
the between-site component b to be 0). In this case, both the estimate and standard error for
the treatment effect will equal that obtained from the fixed site effect model(13). However,
if sample sizes or proportions of participants in the treatment condition vary across sites then
the treatment estimate will be a weighted average of the within-site and between site
components of treatment differences. Since the random site effect estimate incorporates
more information (i.e., the between-sites component) than the fixed site effect estimate, the
standard errors of the treatment effect should be smaller in the random effects model.

Examples of Trials Using Random Main Effect for Site
There have been three CTN trials, thus far, in which site was modeled as a random effect:
The five-site CTN-0005 which tested motivational interviewing versus TAU (14), the seven-
site CTN-0009 which tested smoking cessation treatment +TAU versus TAU alone (15), and
the 12-site CTN 0019 which tested safer sex skills building groups versus standard HIV/
STD educational groups for women in reducing HIV sexual risk behavior (16). As is
frequently the case when these models are reported in peer-reviewed journals, no
information on the variance associated with site was reported in these three trials. The
CTN-0005 trial did present treatment effects within each site for the major outcomes and
discussed site variability in the context of a fixed-effect estimate for the trial’s treatment
fidelity measure.

Advantages and Disadvantages of Random Main Effect for Site
The primary advantage of the random site effect approach is that the treatment effect
estimate is always as efficient (i.e., has at least as small a standard error) as the estimate
produced by a fixed site effect model. When there are imbalances in sample size or
proportions of individuals in treatment conditions across sites, the random site effect
approach will produce a more efficient estimate for treatment effect than that of a fixed site
effect approach. The disadvantage of this approach is that it requires a minimum number of
sites. Some have endorsed a minimum of five sites as a guideline (13). Although some
recommend a higher number of sites, these recommendations are for the case where there is
an attempt to model a site-level covariate as an explanation of site variability (17). Unlike its
fixed effect counterpart, the random site effect model does provide a statistical basis for
generalizing intervention results to sites outside of the trial. The representativeness of the
sites participating in the trials should be taken into consideration when seeking to generalize
results to sites outside the trial. Any generalizations beyond the trial sites is only appropriate
with the strong assumption that there is not a site-by-treatment interaction.
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Site-by-treatment interaction
If sites differ in the effectiveness of the experimental treatment then there is a site-by-
treatment interaction. Just as it is impossible to predict that there will not be a main effect of
site, it is also impossible to predict that a multisite trial will not have a site-by-treatment
interaction. Kraemer and Robinson (18) strongly advocate for the inclusion of both site and
site-by-treatment interaction in analyses of multisite clinical trials. The findings from many
studies within the CTN also support the need to consider the site-by-treatment interaction
(14; 19; 20).

How the main effect for site is specified in the model determines how the site-by treatment
interaction is specified, i.e., if site is considered a fixed (random) effect then the interaction
is considered a fixed (random) effect. The two methods of modeling the site-by-treatment
interaction, as either a fixed or random effect, have very different underlying philosophies.
The random effect approach assumes there is variability in the treatment effect across sites
and tries to estimate this variability so that the resulting estimate of the treatment effect tests
whether, on average, the experimental treatment is better than the control treatment. The
fixed-effect approach attempts to control for both the main effect of site and the site-by-
treatment interaction, but does not model the variability in these terms resulting from site
differences.

The fixed effect method is generally undertaken with the hope that the site-by-treatment
interaction will be statistically insignificant and can be dropped from the model. However,
the the site-by-treatment interaction is frequently underpowered, implying that a statistically
non-significant site-by-treatment interaction may have little meaning (18). To compensate,
the site-by-treatment interaction is frequently evaluated using a higher alpha level (e.g. p < .
10; 21). When there is a significant site-by-treatment interaction in the fixed effect approach,
there is disagreement on whether to report the overall treatment effect and if so, how to
calculate this estimate. Technically, a statistically significant site-by-treatment interaction
means that the effect of treatment should be analyzed and reported separately for each site.
However, particularly in pharmaceutical trials, a great deal of attention is paid to how to
generate an overall estimate of the treatment effect in the presence of a significant site-by-
treatment interaction (22; 23).

Fixed Effects for Site and Site-By-Treatment Interaction
The model with all sites included as predictors in addition to each of the site-by-treatment
interactions might look like:

(1.7)

where α and βf2 are as in the fixed site effect model (Equation 1.4). Here aj is the difference
between the control group mean from site j and the overall control group mean (α). The site-
by-treatment interaction bj is the difference between the treatment group mean for site j and
the overall treatment effect (βf2). Thus, βf2, is a simple average of the treatment effect
estimates for each site (22). The two restrictions are necessary to identify deviations for all
sites and the α and βf2.

In this analysis, each site is counted equally, regardless of the number of participants within
the site when standard sums of squares are used (Type III SS). However, some argue that
Type II sums of squares when sample sizes at each site differ so that estimates of the
treatment effect will be weighted by the sample size within each site (24; 25). Type II SS
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control for all variables in the model except for any interactions with the effect of interest,
here treatment..

Examples of Trials Using Fixed Effects for Site and Site-by Treatment
Five CTN trials have utilized fixed effects for site and the site by treatment interaction. All
three of the trials for motivational enhancement therapy (MET) used this strategy to test the
effect of MET versus TAU: The original five-site MET in community-based drug abuse
clinics (CTN-0004; 19), the four-site MET for pregnant women (CTN-0013; 20), and the
five-site MET for Spanish-speaking substance users (CTN-0021; 26). In two of these trials
(19, 20) there were marginally significant site-by-treatment interaction effects, highlighting
the importance of adequate power for these interaction effects. In all three MET trials
treatment effects within each site were fully explored despite the absence of statistical
significance for the site-by-treatment interaction. In the other two studies, the six-site
CTN-0010, comparing a 12-week treatment versus a 14-day detox with Buprenorphine-
Naloxone for opioid-addicted youth (27), and the seven-site CTN-0015 Seeking Safety
intervention for PTSD + TAU versus women’s health education + TAU (28), the site-by-
treatment interaction was found to be non-significant and subsequently dropped from the
final model.

Advantages and Disadvantages to Fixed Effects for Site and Site-By-Treatment
The advantages and disadvantages of this fixed effect model with site and site-by-treatment
interaction are similar to those with only fixed main effects. Advantages include ease of
implementation and no need for a minimum number of sites. The primary disadvantage is
again that the analysis is conditional on the sites within the model, with resulting
implications for generalizability. There is also the question of whether treatment effects
should be combined across sites to create an overall estimate of treatment effect if there is a
clinically important site-by-treatment interaction. Within the Clinical Trials Network,
concern about the existence of an important site-by-treatment interaction has led some trials
to recruit sufficient samples at each site to show significant treatment effects within sites
(29). When treatment effects are combined across sites (in the presence of a statistically
insignificant site-by-treatment interaction, for instance), an additional disadvantage is that
the standard Type III SS approach weights site-specific treatment effects equally. For studies
with very different sample sizes across sites and/or different proportions of treatment
assignment within site, this may be undesirable. This can be “corrected” by using Type II
SS, however, this is similar to using the main effects model in the presence of significant
site-by-treatment interactions. In addition, statistical power in both the unweighted analysis
(Type III SS) approach and in the weighted (Type II SS) approach is reduced in studies with
large variability in site sample sizes or proportion of treatment assignment within sites (30;
12).

Random Effects for Site and Site-By-Treatment
The model including random effects for both site and site-by-treatment could be represented
as:

(1.8)

Here s1j is the random effect associated with site and s2j is the random effect associated with
the site-by-treatment interaction (recall xij is the treatment indicator). This model is similar
to that utilized in Raudenbush and Liu (31). As in the simple random site effect model, the
estimate of the treatment effect includes information from both within- and between-sites
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and is a precision weighted average of the site-specific treatment effects. These weights
incorporate the respective site sample sizes because the precision is the inverse of the
variance. The standard error of the treatment effect includes the variance associated with the
site-by-treatment interactions (31). If the site-by-treatment variance is not zero, the standard
error of the treatment effect is larger in this random site effect model (with interaction) than
either the fixed-effect model (with interaction) or the random site effect model (without
interaction). This means a larger sample size is required to achieve statistical significance
(see 32 for an empirical example).

Examples of Trials Using Random Effects for both Site and Site-by-Treatment
There have been two trials in the CTN in which random effects for both site and site-by-
treatment were included. The eight-site CTN-0014 tested Brief Strategic Family Therapy for
adolescent drug abuse versus TAU and examined trajectories of drug use over 12 months
(33, 34). The planned analysis included random effects for the trajectory components, site
and site by treatment interactions. Similarly, the eight-site CTN-0017, which tested a
counseling and education intervention for HIV risk behaviors versus a therapeutic alliance
intervention + treatment as usual versus treatment as usual (35), also examined trajectories
(of HIV risk) in which site and its interaction with other effects such as site-by-treatment
were modeled as random effects. In both of these trials, the variance associated with the site-
by-treatment interaction was found to be zero and the random effect was dropped from the
final models.

Advantages and Disadvantages of Random Effects for Site and Site-By-Treatment
The primary advantage of this approach is that there are clear statistical grounds for
generalizing the results to participants treated in sites that were not part of the study.
Another advantage is that there is no ambiguity about how to calculate the overall treatment
effect in this model even when there is variability in treatment effects across sites. Finally,
this approach makes it possible to include characteristics of the site as predictors of site and
site-by-treatment effects. For example, consider a trial where sites could be characterized
into subtypes (such as residential or outpatient). In a statistical model with random effects
for both site and site-by-treatment interaction, it would be possible to include site subtype
and the subtype-by-treatment interaction as covariates with the two site-related random
effects representing site variability in excess of that explained by site-type. In the fixed-
effects approach, however, the fixed effects of site and site-by-treatment interaction estimate
the mean differences across site and thus control for all the variability associated with these
factors (17). Therefore, there is no remaining variability for site characteristics (e.g. subtype)
to predict if they were to be included in the fixed effects model. The random-effects model
provides a natural way to incorporate these predictors enabling the researcher to assess how
much of the site variability these factors explain (36).

The disadvantage of the random-effects approach is that more sites are required to provide
stable estimates of the variance terms. In a simple post-test model (perhaps controlling for
baseline values of the outcome variable) this may not be so problematic because as few as
five sites may be sufficient (13; but see example in Table 1, described later). In repeated
measures designs, random effects are frequently included to model the non-independence of
repeated measures within a subject. Inclusion of random effects for both the repeated
measures and for the site and site-by-treatment interactions generally require more sites in
these models, though more research is needed in this area. It may be possible to incorporate
prior information on site variability (from other trials, for example) using a Bayesian
approach to reduce the number of sites needed for stable estimates (37; 38; 39).
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Statistical power considerations
Statistical power for clinical trials using the fixed site effects models can be estimated using
standard methods (e.g., 40). There are fewer tools for statistical power calculations for trials
using random site effect models. Raudenbush and Liu (31) demonstrated how to calculate
power for a random site effects model with a simple post-test analysis (which could control
for baseline values). The W.T. Grant Foundation funded the development of an
accompanying computer program, Optimal Design 2.0 (41). To provide an illustration of the
power differences between the random and fixed site effects approaches we conducted a
comparative power analysis using this program.

Our goal was to examine the influence of sample size (S = number of sites, n = number of
individuals per site, N = total sample size) on statistical power.. For the fixed site effect
approach we examined the sample size needed within sites to have 1) adequate power for a
treatment effect and 2) power for the site-by-treatment interaction. For the random site effect
approach we examined the sample size needed within sites (n) to have 1) adequate power for
a treatment effect and 2) adequate power to show that a site-level covariate other than
treatment condition significantly influenced treatment outcomes. All cases assume a
moderate effect size (d=0.50) for the average treatment effect and that the site-by-treatment
interaction explained 5.9% of the variability in the outcome variable (equivalent to a
moderate effect size for the interaction, 40). The effect size for the site-level covariate was
also fixed at d = 0.50. For a single site study, with d=0.5, 128 participants are needed to
achieve 80% power. In a multi-site study including a fixed-effect for site, the sample
required for 80% power for the overall treatment effect would equal N’ = N + S, i.e. 128
plus the number of sites (to account for the degrees of freedom used in estimating separate
site means).

Table 1 shows the resulting sample size requirements. For the smallest number of sites, six,
the fixed effect model with the interaction has the smallest overall sample size (N = 300). In
the random effect approach, N falls rapidly as the number of sites (S) increases. N also
decreases quickly for the fixed site effect model with interactions, though not as quickly as
for the random site effect model. The net effect is that the N is lowest at S = 8 or more sites
in the random site effect model. Obtaining adequate power for a treatment effect at each site
requires the largest sample size. Recall that 128 participants are required for 80% power in a
single site study. This is also the sample size required per site (n), if the goal is to obtain
80% power within each site. Finally, the column for site covariates illustrates the importance
of a larger number of sites when the aim is to explain the site-level variability. At the
smaller numbers of sites it is not possible to achieve 80% power when d=.50.

Recommendations for researchers
Ignoring site is not a viable option in multi-site clinical trials. Omitting site effects in the
analyses can bias the treatment effect and bias the standard error associated with the
treatment effect if participants within sites are more homogeneous than participants between
sites (3; 4; 5; 6). In addition, within site randomization means that randomization is stratified
by site. Most statisticians would recommend that when randomization is stratified by a set of
characteristics, that these characteristics should be included in the analysis (42, 43).

The distinction between efficacy trials and effectiveness trials is rarely sharp; the two types
of trials are two extremes of a continuum (44; 3). Most trials, other than the first tests of a
new intervention, have elements of both. To the extent that a trial is closer to the efficacy
side of the spectrum, specifying fixed site effects for site is a logical approach because the
focus is on establishing that the treatment can be efficacious rather than on generalizability.
As a trial moves toward the effectiveness side of the continuum, specifying random site
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effects may be beneficial because the goal includes the ability to generalize the efficacy of a
treatment to new populations and clinics. In all cases, the advantages and limitations of the
chosen methods for handling site effects should be made explicit in the presentation of
results.

Whereas a fixed site effect approach provides no statistical grounds for generalizing to sites
beyond those included in the trial, other approaches to generalization can be taken. Even in a
single site trial, participants are rarely randomly sampled, yet the results are frequently
generalized, at least to the types of participants that were included in the trial. Edgington
(45) labels this nonstatistical inference, that is, inference without a basis in probability, and
refers to the resulting nonstatistical generalization as a standard scientific procedure. For
example, when assessing the results of a single-site trial, providers might look at qualitative
characteristics of the study’s sample and characteristics of the setting in which the research
was based to assess whether the intervention approach might work well for their situation. A
similar approach can be used in a multisite trial. This requires a good, comprehensive
description of the sites involved in the trial so that the types of sites to which the research
can be generalized is clear. However, no statistical inference is involved in this process.

Within a fixed-effect approach it would be important to either power the study to uncover a
significant site-by-treatment interaction or power the study to show significant effects within
sites (as was done for several of the early CTN trials; 29). Whereas the latter approach may
not show significant differences between sites, it should have adequate power to show
treatment effects within those sites with the larger effect sizes. However, if the researcher is
interested in making statements about what type of sites are most likely to be successful
implementing a particular treatment or what characteristics of sites are associated with better
outcomes, then a random-effects approach is needed and the number of sites required and
larger sample sizes within sites become important. The number of sites required to have
sufficient power for a covariate effect is considerably larger than the number required for the
overall treatment effect. Most trials within the CTN have not involved this many sites.
However, it may be possible to examine the effect of sites on treatment by combining
information across trials. A more standardized approach to collection of information about
the sites would facilitate both attempts to characterize how trial results may be generalized
to other sites (regardless of the statistical methods used within a trial) and the impact of site
characteristics across trials.
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