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Abstract

In a variety of organisms, adulthood is divided into aging and late life, where aging is a period of exponentially
increasing mortality rates and late life is a period of roughly plateaued mortality rates. In this study we used
*57,600 Drosophila melanogaster from six replicate populations to examine the physiological transitions from
aging to late life in four functional characters that decline during aging: desiccation resistance, starvation
resistance, time spent in motion, and negative geotaxis. Time spent in motion and desiccation resistance declined
less quickly in late life compared to their patterns of decline during aging. Negative geotaxis declined at a faster
rate in late life compared to its rate of decline during aging. These results yield two key findings: (1) Late-life
physiology is distinct from the physiology of aging, in that there is not simply a continuation of the physiological
trends which characterize aging; and (2) late life physiology is complex, in that physiological characters vary
with respect to their stabilization, deceleration, or acceleration in the transition from aging to late life. These
findings imply that a correct understanding of adulthood requires identifying and appropriately characterizing
physiology during properly delimited late-life periods as well as aging periods.

Introduction

Age-specific mortality rates in humans, fruit flies,
and other organisms increase exponentially during

early adulthood, but then sometimes decelerate and plateau
at advanced adult ages.1–7 (For review, see ref. 8). The ini-
tially exponential increase in mortality rates, often modeled by
Gompertz equations,9 defines the ‘‘aging’’ period of adult-
hood.10,11 At late adult ages, not only do mortality rates de-
celerate and no longer follow the Gompertz equation,
fecundity deterioration also decelerates and approaches a
plateau at later ages.12 Therefore, we have proposed that there
are two demographically distinct periods of adulthood,
namely aging and late life.13,14 The deceleration or plateauing
of mortality rates at late adult ages implies that the early-
adult, sustained, age-dependent deterioration of age-specific
fitness components, which is defined as aging by evolutionary
biologists (e.g., ref. 11), can slow or stop in late adulthood.

The phenomenon of mortality rate plateaus in late life has
been primarily, although not exclusively, explained by two
main types of theories—lifelong demographic heterogeneity
theories and evolutionary theories based on the force of
natural selection (reviewed in refs. 14 and 15). In lifelong
heterogeneity theories, cohorts are modeled as collections of
subsidiary groups, each with its own characteristic Gom-
pertzian function of accelerating mortality rates.16,17 In these

lifelong heterogeneity theories, hypothetical individuals that
are less robust throughout life are expected to die off at
earlier ages, compared to hypothetical individuals that are
more robust throughout life. Therefore, lifelong heterogene-
ity theories imply that, at very late chronological ages, in-
dividuals with life-long superiority in robustness should be
present in larger numbers than more frail individuals. If this
lifelong heterogeneity is far more extreme than any that has
yet to be observed in a naturally configured population, it
could then result in a slowing of demographic mortality rates
at late ages.14,16–18

One major scientific problem with lifelong heterogeneity
theories is that the robustness character that these theories rely
on is unspecified, allowing for infinite variants of the theory
specifically devised to fit any particular set of experimental
data (for review, see ref. 15). In addition, experiments have
shown that mortality plateaus persist, even when genetic and
environmental variations are reduced or eliminated.3,19,20 For
example, experiments with highly inbred lines of Drosophila
melanogaster have shown that genetic variation is not required
for mortality plateaus.3,19 Furthermore, Khazaeli et al.20 have
shown that mortality plateaus persist even when preadult
heterogeneity among individuals is significantly reduced for
highly inbred Drosophila cohorts. Numerical analysis of large-
scale changes in the environment of adult Drosophila has shown
that environmental effects are unlikely to generate enough
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lifelong heterogeneity to explain mortality plateaus.14,21 Ad-
ditionally, lifelong heterogeneity theories require strong posi-
tive correlations between survival probabilities among adult
ages; there is evidence that such correlations do not generally
exist (for review, see refs. 11, 14, and 22).

Female fecundity is another life history character that
undergoes a pronounced deceleration at late ages.12,23 These
late-life fecundity plateaus are not as readily explained by
lifelong heterogeneity theories.24 It is conceivable that flies
that are capable of surviving into late life have low, stable
fecundities compared to flies that die before reaching late life.
This possibility is based on the assumption of trade-offs be-
tween reproduction and mortality. But such trade-offs do not
always occur, nor do they always have the same form when
they do occur.25–27 Finally, and perhaps least equivocally,
Rauser et al.24 found that late-life fecundity deceleration also
occurs among individual females, and they further found
that the fecundity plateaus of individual females could not
be predicted by any type of lifelong heterogeneity model.

Alternative evolutionary theories for late life are based on
the forces of natural selection. In 1966, Hamilton28 derived the
result that the force of natural selection acting on mortality is
given by s(x)/T, where x is chronological age and T is a mea-
sure of generation length. The function s at age x is given by

s(x)¼ +
y¼ xþ 1

e� ryl(y)m(y) (1)

where r is the Malthusian parameter, or the growth rate of
the population, associated with the specified l(y) survivor-
ship and m(y) fecundity functions. The s(x) function scales
according to the impact on fitness of a change in an indi-
vidual’s future reproduction, after age x, arising from a
change in survival probability at that age. Before the first age
of reproduction, s is always equal to 1; once reproduction has
ended, and for all subsequent ages, s is equal to 0; during the
reproductive period, s(x) progressively falls, causing a loss of
adaptation with age over this range of ages (for review, see
ref. 29). Thus, early in life, before the first age of reproduction
in a population, this scaling function implies that mortality
rates are not expected to change systematically with age.
Similarly, when the force of natural selection acting on
mortality rates converges with zero late in adulthood, mor-
tality rates should stabilize, albeit at high levels, because
natural selection will no longer discriminate among genetic
effects acting at these late ages, and this pattern has been
produced in explicit numerical models of the evolutionary
process.14,30 Criticisms of such numerical simulations have
suggested that their observed plateaus in mortality rates
could be transient states under the assumed mutation mod-
el31,32; but Mueller et al.14 have provided formal counter-
examples showing that such criticisms are not generally
valid. There are other evolutionary models for mortality
deceleration (e.g., refs. 33 and 34; reviewed in ref. 35), with
some differences among them. More theoretical work needs
to be done to place evolutionary explanations of late life on
firmer theoretical foundations, although some significant
advances have recently been made.14

But more importantly for scientists, the entire group of
evolutionary models for mortality deceleration33,34 based on
the Hamilton forces of natural selection are experimentally
falsifiable. Predictions of the Hamiltonian theories of late life

have been corroborated experimentally in heavily replicated
laboratory studies (e.g., refs. 7 and 36; reviewed in ref. 15),
unlike the poor record of experimental corroboration for
lifelong heterogeneity theories, reviewed above and else-
where (e.g., ref. 14). A critical distinction between lifelong
heterogeneity theories of late life and evolutionary theories
of late life is that, in the lifelong heterogeneity theories, all
individuals in a population are assumed to continue aging
until death and the late-life mortality plateau is explained as
an aggregate demographic effect. This is in contrast to the
evolutionary theories of late life, in which it is possible for
individuals in a population to cease aging at very late adult
ages. In these evolutionary theories, late life is a distinct third
phase in the individual’s life history that occurs after de-
velopment and aging; it is not just a demographic effect.

Because age-specific mortality and fecundity stabilize in
late life (e.g., refs. 2 and 24), it is conceivable that the tra-
jectories of physiological characteristics that underlie fitness
may also be different after the transition from aging to late
life. In this study, we tested for differences in physiology
between aging and late life using populations of Drosophila
melanogaster.

We distinguish between three broad hypotheses regarding
late-life physiology. (1) Deterioration in all functional char-
acters continues at the same rate through both aging and late
life, without deceleration or interruption. This result would
provide evidence against the evolutionary theories of late life
discussed above. (2) Late life generally converges on a state
of ‘‘quiescence,’’ in which all functional characters stabilize,
much as mortality and fecundity characters do. This type of
result is intuitively in keeping with both the lifelong het-
erogeneity theories and the evolutionary theories. (3) Late
life is complex, such that functional characters vary with
respect to their continued deterioration, stabilization, or even
partial recovery. Thus, the present experiments put the
evolutionary theories of late life at risk of falsification; as we
explain elsewhere, it is difficult to falsify the indefinitely
elastic lifelong heterogeneity theories using experiments of
the type that we report here.14

Methods

Study system

Six replicate populations of D. melanogaster were tested for
differences between the aging and late-life periods of adult-
hood. The populations used were the IV population that was
collected from the wild by P.T. Ives37 and five populations that
were derived from the IV population but maintained under the
same exact conditions as the ancestral IV population, called B1,
B2, B3, B4 and B5.38,39 All six of these replicate populations were
maintained in the Rose Laboratory on 14-day generation cycles
in 24 hr of light at *25�C. The five B populations did not differ
from the IV population in how they were maintained; they only
differed in that they have been genetically isolated from each
other since 1980. The six experimental cohorts were studied at
different times of the year, in two different laboratories, from
January, 2008, to September, 2008.

Mortality assays

We used an average of 2,100 flies per replicate population
in the mortality assays. Of these flies, on average the first
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68% of deaths were used to characterize the mortality pattern
for each replicate population. Flies were aged in cages at
densities of *800 flies per cage with mixed sexes. The food
in the cages was replaced with fresh food every other day,
with mortality recorded on Mondays, Wednesdays, and
Fridays.

Functional assays

The physiological characters that we studied are demon-
strably related to age-specific mortality and age-specific re-
production. Selection on life-history characters strongly
affects these physiological characters; and when selection is
imposed on some of these physiological characters, life-
history characters respond strongly.40–43 The specific char-
acters were: Desiccation resistance, starvation resistance,
time spent in spontaneous motion, and negative geotaxis.
For each replicate population, approximately 7,500 flies, half
males and half females, were maintained in cages under
identical conditions to the mortality cages (densities of 800
flies/cage, fresh food every other day, dead flies removed
every other day, and equal levels of CO2 exposure). At each
assay age, sample flies were removed at random from the
cages using light CO2 anesthesia. Forty-eight flies per sex per
population were removed from the cages at random three
times each week. Twenty-four of these flies were used in the
desiccation resistance assays. The other 24 flies were used in
the starvation resistance, time spent in motion, and negative
geotaxis assays (each fly was tested for all three characters).
These assayed flies were not returned to their cohort’s pop-
ulation cages. The protocols for the individual assays follow.

Desiccation resistance. Flies were placed in 8-dram
glass vials in groups of 4 males or 4 females (never mixed). A
short foam-plastic plug was used to enclose the flies in the
bottom of the vial. Three grams of Drierite desiccant was
then added on top of the sponge, and the vial was sealed
with two layers of parafilm to keep moisture from entering
the vial. The vials were checked every hour and the number
of dead flies was recorded. Death was inferred from a fly’s
lack of movement on mechanical provocation.

Time spent in motion. This assay tests for a fly’s spon-
taneous locomotor activity in a set time interval. Flies were
lightly anesthetized using carbon dioxide. Individual flies
were placed in 8-dram glass vials and confined to the bottom
1 cm of the vial using a plug. The vial was inverted so that
the fly was clearly visible when viewed from above. Each fly
was given 10 min to fully recover from the carbon dioxide
anesthesia. Then a stopwatch was used to time the sponta-
neous movement of each fly in a 2-min time interval. To
improve the accuracy of the measured time in motion, each
fly was tested twice back-to-back by two separate experi-
menters with about 30 sec between measurements. The two
measurements were averaged to give the time in motion for
each fly.

Negative geotaxis. For the same flies that were used in
the time in motion assay, the sponge in the vial was moved
to the top of the vial, allowing 8 cm of space from the bottom
of the vial. The vial was tapped onto the bench to cause the
fly to fall to the bottom of the vial. A stopwatch was started

when each fly was at the bottom of the vial. The percentage
of flies that reached the top of the vial in an allotted 1-min
time interval was recorded. All of the flies that made it to the
top did so in under 15 sec. The negative geotaxis assay
measures the fly’s innate escape response. Similar negative
geotaxis assays have been used previously in other labora-
tories (e.g., refs. 43 and 44).

Starvation resistance. For the same flies that were used
in the time in motion and negative geotaxis assays, the
sponge at the top of the vial was pushed down into the vial
so that an absorbent rayon ball could be placed above the
sponge. Next 5 mL of distilled water was added to the rayon
ball, and the vial was covered with two layers of parafilm
and inverted. Deaths from starvation were recorded every
4 hr.

Data analysis

Our focus on late life is motivated by the Hamiltonian
evolutionary theory of late life.14,30 Under that theory, mor-
tality is expected to increase in an approximately exponential
fashion through the first part of the adult life span and then
level off at some advanced age. The age at which this
leveling of mortality rates occurs is, under this evolutionary
theory, the start of late life. Thus, our primary interest in
cohort mortality data is not to arrive at the best fitting model
but rather to provide an estimate of the onset of late-life.

The simplest model that captures the essential features of
the evolutionary model of late life is a two-stage Gompertz
function. If we let u(x) be the instantaneous mortality at age
x, then the functional form of the two-stage Gompertz is,

u(x)¼ Aexp(ax)if xpbd
~A if x>bd

�
(2)

The parameter bd of the two-stage Gompertz (Equation [2]) is
called the breakday, and its value is used as an estimate of
the boundary between the aging and late-life phases of life.

When age-specific mortality over a fixed period of time
obeys a binomial distribution, our previous research has
shown that the parameters of Equation (2) are best estimated
by a maximum likelihood technique.45 There are several
different ways maximum likelihood may be implemented for
the estimation of parameters in Equation (2). A method we
proposed previously,45 and refer to here as the ‘‘deaths-
per-census-period’’ method, uses the total number of deaths
that occur between each census period. Mueller et al.45

pointed out that because models like Equation (2) are con-
tinuous-time models, but deaths are recorded over discrete
intervals, there are some key advantages to the deaths-
per-census-period method. One of these is that the number of
deaths is known exactly, whereas the age-at-death is only
known approximately.

A second technique, called here the ‘‘age-at-death’’ meth-
od, uses the age-at-death of each individual in a cohort to
estimate the maximum likelihood function.46 In fact, a soft-
ware program called WinModest46 is used quite widely to
implement the age-at-death method. While Pletcher46 rec-
ognizes that transforming experimental survival data to
mortality or survival rates can result in biased parameter
estimates, he suggests this is not the case if one uses the
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age-at-death method. But, as first pointed out by Mueller
et al.,45 using the age-at-death method is fraught with dan-
ger, because it is not known exactly or with what level of
inaccuracy age-at-death will be a function of the time be-
tween census points, or for that matter a function of the
overall longevity of the organism.

To illustrate the differences between these two maximum
likelihood techniques, we conducted a simple computer
simulation using the Gompertz equation: u(x) = Aexp(ax). We
generated 100 independent cohorts of 1,000 individuals. The
age-at-death of each individual was determined by the in-
verse transform method47 using the Gompertz equation with
a fixed set of parameter values (see legend to Fig. 1). These
ages-at-death were then rounded off to the next census date
to mimic the type of data actually used in a cohort-survival
experiment, like the ones conducted in this paper. With these
raw data, we then used both the deaths-per-census-period
and the age-at-death maximum likelihood procedures to

estimate the demographic model parameters. From the 100
simulations, we then determined the level of bias for each of
the two estimated Gompertz parameters, measured as:
(Mean parameter estimate) - (true parameter value). As
anticipated in Mueller et al.,45 the bias of the age-at-death
method gets worse the longer the census period. Accord-
ingly, we conclude the age-at-death technique is unaccept-
able unless census intervals are very short relative to average
life span, and we have only used deaths per census period in
the demographic analysis of our experimental data. How-
ever, as we discuss next, implementation of the deaths-
per-census-period maximum likelihood technique is not al-
ways straightforward.

If individuals of the same age vary in the chance of dying,
or if there are sources of variability in addition to binomial
sampling effects, then a deaths-per-census-period maximum
likelihood technique that assumes a binomial distribution of
mortality rates in each census period might be wrong. Al-
though the evolutionary theory of late life assumes that the
forces of natural selection and drift are primarily responsible
for late life plateaus, this theory does not require that there be
no variation in mortality rates between individuals. If there is
variation in mortality rates due to genetic differences between
individuals or environmental differences, then there might be
a range of probabilities of death. This could be described by
distributions like, say, a beta-binomial. However, in addition
to the mean probability of death, the beta-binomial also has
two shape parameters that would have to be estimated. As
individuals die, the parameters of this beta-binomial would
be changing, making the successful estimation of the extra
parameters of the beta-binomial very difficult. In light of these
difficulties then, it might be more appropriate to use another
estimation procedure, like least-squares regression. In addi-
tion to the issue of which method should be used to estimate
the parameters of the two-stage Gompertz, there is a second
concern with regard to the level at which these estimates
should take place. It is possible to provide separate estimates
for each sex and each population. However, any differences in
the estimated breakdays, dividing aging and late life, between
populations may not be meaningful given their similar evo-
lutionary history. Pooling all populations, but keeping the
sexes separate, also results in a larger sample, which is better
for estimating mortality patterns late in life.

One would hope that the results would not vary sub-
stantially among these different types of analyses, but this
cannot be assumed in advance. Accordingly, we have used
two very different statistical approaches in our data analysis,
to evade potential statistical artifacts arising from just one.
The first data analysis pooled all individuals of each sex from
the six populations. We then used the deaths-per-census-pe-
riod maximum likelihood technique to estimate the breakday
for females and males. In the second data analysis, we esti-
mated the breakday for each sex and population with the
regression technique. In both data analyses, the estimated
breakdays were used to classify the different age ranges as
either ‘‘aging’’ or ‘‘late life.’’ We should note that both
methods could yield an estimated breakday that is at or after
the last census date, should a simple Gompertz model be
better than the two-stage Gompertz model of equation.2

With the data analysis based on the first statistical strat-
egy, the parameters, A, a, ~A, and bd were estimated by
maximum likelihood.45 The numerical routines that search

FIG. 1. Estimation bias in the two Gompertz model pa-
rameters, A and a. One hundred independent cohorts of
1,000 individuals were generated to estimate this bias. Age-
at-death for each individual was determined by the inverse
transform method47 and the Gompertz equation with pa-
rameter values A = 0.00096, and a = 0.099. To mimic a sur-
vival experiment, we assumed there was a census of dead
individuals take every 2, 4, 8, or 16 days. For the age-at-
death maximum likelihood procedure, dead individuals
were assumed to have died at the midpoint of the census
interval of their death. If these 1000 deaths were d1, d2,.,
d1000, then the likelihood function for the age-at-death
method was,

Q1000
i¼ 1 f (di), where f(x) is the density function of

the Gompertz equation, Aexp A[1� exp(ax)]
a þ ax

n o
Let n1, n2, ..,

nk be the number of deaths at each of k-census periods and
S1, S2,., Sk be the number of live individuals at the start of
each census period. The age of individuals at the start of
census period j is tj. Then the maximum likelihood function
for the number-of-deaths-per-census period method is,Qk

i¼ 1

Si

ni

� �
qi

ni (1� qi)
si �ni where qi is the Gompertz-predicted

probability of dying during census period i, which equals

1� pi þ 1
pi

and pi¼ exp A[1� exp(ati)]
a

n o
. The age-at-death estima-

tes are evidently much more biased, particularly with longer
census periods.
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for this maximum may converge on a local maximum or fail
to converge if the maximum is on a relatively flat region of
parameter space. Accordingly, we searched a grid of 4,560
points in parameter space to see if there was a parameter
combination with greater likelihood than our optimization
function found. Our second data analysis estimated the pa-
rameters, A, a, ~A, and bd by weighted nonlinear regression
using the nls procedure of the R statistical program.48

The maximum likelihood analysis of mortality yielded a
male cohort breakday that was beyond the ages we tested.
Consequently, our statistical comparisons of the physiologi-
cal patterns in the aging and late-life phases of life were only
done for females in our first analysis. The regression analysis
gave usable breakdays for both males and females, so the
tests of physiological characteristics split between aging
and late-life phases using regression analysis took sex into
account.

For the analysis of female physiological data based on a
maximum-likelihood separation of aging and late life, the
physiological data were analyzed using the linear mixed-
effects package, lme in R. For each physiological measure-
ment, a vector of independent variables was recorded.
These include the fly’s age (i = 2, 5, 7,.max.age), stage (j = 0
(aging), 1 (late life), population (k = IV, B1, B2,., B5), and
vial (l = 1, 2,., max.vial). With this notation, we modeled
each physiological measurement with the following linear
model,

Yijkl¼ bþ atiþ cdjþCjtidjþ bk þ cklþ nijkl: (3)

In Equation (3), the main effects of age and stage are mea-
sured by a and c, respectively. The effect of stage on the slope
is measured by C. dx is the indicator random variable that
equals 1 if x = 1 and 0 otherwise. There are three sources of
random variation in Equation (2): Variation due to popula-
tion is measured by bk, vials within populations by ckl, and
residual variation by nijkl. These three sources of variation are
assumed to be normally distributed independent random
variables with a mean of 0, but different variances as esti-
mated from the observations. Our key statistical test is to
compare the age-dependent slope in the aging phase, a, to
the slope in the late life phase, a +C.

For the analysis of female and male physiological data
based on a regression-partition of aging and late life, the
physiological data were analyzed using the linear mixed-
effects package, lme in R. For each physiological measure-
ment, a vector of independent variables was recorded. These
include the fly’s age (i = 2, 5, 7,.max.age), sex [j = 0 (female)
or 1 (male)], stage [k = 0 (aging), 1 (late life)], population
(l = IV, B1, B2,., B5), and vial (m = 1, 2,., max.vial). With this
notation, we modeled each physiological measurement with
the following linear model,

Yijklm¼ bþ atiþ cdjþudk þCjtidjþCktidk þ pjkdjdk

þCjktidjdk þ bk þ cklþ nijklm:
(4)

In Equation (4), the main effects of age, sex, and stage are
measured by a, c, and u, respectively. The effect of sex on the
slope is measured by Cj. The effect of stage on the slope is
measured by Ck. The interaction of sex and phase on the
slope is measured by Cjk. dx is the indicator random variable

that equals 1 if x = 1 and 0 otherwise. There are three sources
of random variation in Equation (4): Variation due to pop-
ulation is measured by bk, vials within populations ckl, and
residual variation nijklm. These three sources of variation are
assumed to be normally distributed independent random
variables with a mean of 0, but different variances as esti-
mated from the observations. Our key statistical test in this
case is to compare the age-dependent slope in the aging
phase, which is a for females and a + Psi;j for males, to the
slope in the late life phase, which is a +Ck for females and
a +Cj +Ck +Cjk for males. In other words, we determine if
the difference in these slopes is significantly different from 0.
The degrees of freedom for these test statistics were equal to
the number of observations minus the number of estimated
parameters. These were large, as the number of observations
for the physiological experiments was between 2,239 and
2,807.

Results

Maximum likelihood analysis

Our first analysis was based on estimates of the param-
eters of the two-stage Gomperz equation obtained from
maximum likelihood. For females, as shown in Fig. 2, the
estimated plateau in mortality starts at day 34, the breakday
separating aging from late life, whereas for males the in-
ferred plateau does not start until the last day data was
collected for mortality (day 55). Accordingly, we have
limited our maximum-likelihood analysis of the physio-
logical traits to females. At the time the male mortality as-
say was stopped, there were still 1,546 males alive of the
original 7,990 or 19% of the male population. We stopped
the mortality assay early because we only collected physi-
ological data until day 56 and afterward did not have en-
ough flies to test for physiology. The purpose of this study
was to compare physiology between aging and late life, so
it would have been meaningless to collect more mortality
data when no corresponding physiology data could be
obtained.

FIG. 2. The observed mortality (circles) of females from all
six populations. The estimated mortality (line) is from the
two-stage Gompertz equation obtained by maximum likeli-
hood estimation using the number of deaths per census pe-
riod. The estimated mortality plateau starts at 34 days.
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For each physiological trait, we fit the linear model of
Equation (3) to the female data. Physiological measure-
ments made on or before day 34 were considered to be in
the aging phase of life and those after day 34 were relegated
to late life. Female flies continue to develop and mature
after pupation, which leads to an increase in starvation re-
sistance at early adult ages. This is because female flies
continue to grow and increase their starvation resistance in
early adulthood, which obscures the effect of aging.49 To
eliminate the effect of this continued development on our
results, we looked at female starvation resistance by re-
moving data from the first four assay ages, which was the
period of time when female starvation resistance was in-
creasing with age. The slopes of the age-dependent linear
functions for each physiological character before and after
the breakday are given in Table 1.

Desiccation resistance (Fig. 3) shows a significant slowing
in its age-dependent decline after the maximum likelihood
breakday ( p < 10 - 6; Table 1). A similar pattern is observed
for time-in-motion (Fig. 4, p < 10 - 6; Table 1). However, neg-
ative geotaxis shows a strikingly different pattern, at least
with respect to slope (Fig. 5), which becomes more negative
in the late-life phase ( p < 10 - 6; Table 1). This suggests that
the late-life flies are probably moving less and hence fewer
are making it to the top of the vial in the fixed time interval
allotted for this assay. After removing the first four sample
points, we see that female starvation resistance shows no
significant change in slope before and after the breakday
(Fig. 6, p = 0.55, Table 1).

Regression analysis

We also estimated the mortality-rate breakdays of each
population and sex using nonlinear regression. On the basis
of these estimates of when late-life begins, we repeated the
analysis of physiological traits using Equation (4). The
slopes describing the age-specific change of the four phys-
iological traits (Table 2) in females are the same as those
found in our previous maximum-likelihood analysis (Table
1). The males also show the same qualitative patterns as
the females for time in motion, desiccation resistance,
and negative geotaxis (Table 2). With either estimate of
breakday, females show no significant difference in slopes
for starvation resistance ( p = 0.55 in Table 1, and p = 0.10
in Table 2), whereas the male starvation resistance data
show a significant decrease of slope in late-life ( p < 10 - 6 ;
Table 2).

Discussion

Age-specific mortality and fecundity plateau at late adult
ages,5,6,14,18,24,35,50 defining a period that is sometimes called
‘‘late life’’ [(e.g., ref. 24). The existence of a late-life period at
very late ages suggests that functional aging must stop, in
aggregate, at these old ages. Therefore, an intuitive expec-
tation might be that physiology should stabilize in late life.

Drapeau et al.4 found that the rate of decline in starvation
resistance slows in late life in D. melanogaster, but that the
decline in desiccation resistance is not affected by the tran-
sition from aging to late life. However, their physiological
data did not extend very far into late life. Contradicting these
results, Nghiem et al.51 found that desiccation resistance does
seem to stop declining in late life. These mixed results

Table 1. The Slopes before and after the Mortality

Breakday (Day 34) for Females and Four

Physiological Measurements

Trait
Slope before

breakday
Slope after
breakday p

Desiccation resistance - 0.234 - 0.106 <10 - 6

Time in motion - 0.969 - 0.240 <10 - 6

Negative geotaxis - 0.00152 - 0.00797 <10 - 6

Starvation resistance - 0.967 - 1.06 0.55

The significance of the difference in these slopes based on a t-test
with over 2,000 degrees of freedom is given in the last column.

FIG. 3. The mean observed desiccation resistance (circles)
with 95% confidence intervals for females from all six pop-
ulations. The linear age-specific predictions before and after
the breakday are shown as solid lines. The slope before the
breakday is significantly more negative than the slope after
the breakday ( p < 10 - 6).

FIG. 4. The mean observed time in motion (circles) with
95% confidence intervals for females from all six populations.
The linear age-specific predictions before and after the
breakday are shown as solid lines. The slope before the
breakday is significantly more negative than the slope after
the breakday ( p < 10 - 6).
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demonstrated the need to study what happens to organismal
physiology during late life on a larger scale.

In this study, using *57,600 D. melanogaster of cohorts
derived from six evolutionarily distinct populations, we
tested four physiological characteristics that decline during
aging40–43—desiccation resistance, starvation resistance, time
spent in motion, and negative geotaxis. We examined the
transition of these physiological characters from aging to late
life.

As the cohorts demographically transitioned from aging to
late life, the qualitative patterns of change in physiology
were not the same for all the characters tested. Time spent in
motion and desiccation resistance declined at slower rates in
late life, a result that conforms to a scenario in which phys-
iology stabilizes in late life.

But the results for negative geotaxis were paradoxical. In
negative geotaxis assays, flies are banged to the bottom of a
vial, which induces an escape response. Flies then move up
the side of the vial using legged-climbing.52 Negative geo-
taxis has been shown to decline with age both when mea-
sured as a rate of climbing and when measured as a
percentage of flies that make it to the top.53–55 In contrast to
the time in motion and desiccation results, negative geo-
taxis declined at a faster rate in late life compared to its rate
of decline during aging. The importance of this result is that
it goes against the general notion that late life should be a
period of physiological stabilization. During late life, at
least one aspect of functional physiology deteriorates at a
faster rate than it does during aging. This is counterintui-
tive, given that life-history characters deteriorate much less
rapidly during late life compared to their deterioration
during aging.

Time spent in motion and negative geotaxis are both
measures of locomotor behavior in D. melanogaster. Such lo-
comotor behaviors have been shown to decline with age in
flies (for review, see refs. 56 and 57). Given that decreased
mobility is one of the most common complaints among the
elderly,58 and that older individuals are sometimes more
concerned with improving their mobility than with extend-
ing their lives,59 studying changes in mobility at late adult
ages is of particular importance. In this study, the two
measures of locomotor behavior are dependent on mortality
in different ways, suggesting that declines in these two
measures could result from deterioration in different organ
systems. Or these two measures might trade off against each
other. It is also possible that the deterioration of at least some
functional traits could be independent of mortality patterns
(e.g., ref. 60).

The results for the starvation resistance character were
more complex. Starvation resistance declined less quickly
statistically in late life, compared to its rate of decline during
aging, in males. However, in females, starvation resistance
did not significantly change in its rate of decline from aging
to late life. Age-specific starvation resistance has previously
proven a particularly complex character to analyze in adult
cohorts (see ref. 39), and this appears to be another example
of its complexity.

In summary, our results show that: (1) Late life physiology
is distinct from the physiology of aging, in that there is not

FIG. 5. The mean observed negative geotaxis (circles) with
95% confidence intervals for females from all six populations.
The values are the fraction of the population that have made
it to the top of the vial. The linear age-specific predictions
before and after the breakday are shown as solid lines. The
slope before the breakday is significantly more negative than
the slope after the breakday (p < 10 - 6).

FIG. 6. The mean observed starvation resistance (circles)
with 95% confidence intervals for females from all six pop-
ulations. The linear age-specific predictions before and after
the breakday are shown as solid lines. The slopes before and
after the breakday are not significantly different ( p = 0.55).

Table 2. The Slopes before and after

the Mortality Breakday for Males and Females

and Four Physiological Measurements

Sex Trait
Slope
before

Slope
after p

Female Desiccation resistance - 0.213 - 0.0829 <10 - 6

Time in motion - 0.757 0.0489 <10 - 6

Negative geotaxis - 0.00201 - 0.00956 <10 - 6

Starvation resistance - 0.944 - 0.830 0.10
Male Desiccation resistance - 0.0988 - 0.0621 <10 - 6

Time in motion - 0.787 - 0.466 <10 - 6

Negative geotaxis - 0.00393 - 0.0173 <10 - 6

Starvation resistance - 0.326 - 0.177 <10 - 6

The significance of the difference in these slopes based on a t-test
with over 2,000 degrees of freedom is given in the last column.
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necessarily a continuation of the physiological trends which
characterize aging; and (2) late life physiology is complex in
its differences from the physiology of aging, in that different
physiological characteristics that deteriorate during aging
vary with respect to their stabilization, deceleration, or ac-
celeration in late life.

In the Hamiltonian analysis of aging, any character that
underlies an age-specific fitness component that is subject to
genetic variation is liable to deterioration during aging as a
result of the strongly declining age-specific forces of natural
selection shaping survival and reproduction during the first
part of adulthood. But in late life, the forces of natural se-
lection are extremely weak and there are no consistent
changes in the forces of natural selection acting on age-
specific survival or fecundity. Therefore, it makes sense that
age-related changes in functional physiology might differ
between aging and late-life stages, in light of Hamiltonian
reasoning. If all the consistent physiological declines ob-
served during aging continued unremittingly after the tran-
sition to demographic late life, then the Hamiltonian theory
for late life would be rendered implausible.

However, because Hamiltonian theory only makes clear
predictions for individual age-specific mortality and fecun-
dity characters, but not their underlying physiology, it does
not make predictions about the specific direction of change
for any physiological characteristic in the transition from
aging to late life. It is possible then, as Shahrestani et al.15

already suggested and as found in the present study, that
distinct physiological characters might vary in their trajec-
tories during the transition from aging to late life, some
continuing to deteriorate at an accelerated or decelerated
rate, others stabilizing, and perhaps some even improving
with age in late life.

Our results are consistent with Hamiltonian theory, but
we should also point out that they are not inconsistent with
alternative theories for late-life mortality plateaus, such as
the lifelong heterogeneity theories. In the latter theories, be-
cause there is no necessary expectation for the relationships
between functional physiological characters and hypothe-
sized lifelong differences in demography, a transition be-
tween aging and late life produced by extreme lifelong
heterogeneity can lead to a wide spectrum of trajectories for
physiological characters. In explicit simulations of changes in
age-specific physiological characters over the course of adult
life, when these simulations assume lifelong heterogeneity
for robustness, a variety of patterns can be produced: Re-
versal of functional aging, alternating waves of increase and
decrease in functional physiology, continuing physiological
deterioration during late life, accelerating deterioration dur-
ing late life, and so on.14 There is extensive evidence against
specific versions of lifelong heterogeneity theories (for re-
view, see ref. 14). But the entire class of lifelong heterogeneity
theories is difficult to refute in toto. Indeed, what allows
lifelong heterogeneity theories to generate a great diversity
of possible patterns for the physiological transition from
aging to late life is precisely their collective lack of specificity.

Given that the physiology of late life is observably distinct
from that of aging, future research on adult physiology
should take the late-life period into consideration. A com-
plete understanding of adulthood requires identifying and
studying physiology in the late-life period, as a phase that
has distinct properties from those of aging. More physio-

logical studies of the present kind are needed, and should be
done not just with Drosophila, but also with other model
organism cohorts, to better characterize late-life physiology
across the spectrum of biological diversity.

Acknowledgments

We thank the dozens of undergraduate researchers in the
lab of M.R.R. who were involved in conducting these ex-
periments, especially Andrew Nguyen, Daisy Lankarani,
Garen Abedi, Thien-Tuan Tran, Thuy Tran, and Souseh Za-
mani. This work was supported by a DDIG Grant NSF-DEB-
0910362 awarded to P.S. and M.R.R., a GAANN Fellowship
awarded to P.S. from the Department of Education, and
numerous UCI UROP Fellowships awarded to our under-
graduate students.

Author Disclosure Statement

The authors have no financial interests to declare.

References

1. Brooks A, Lithgow GJ, Johnson TE. Mortality rates in a ge-
netically heterogeneous population of Caenorhabditis elegans.
Science 1994;263:668–671.

2. Carey JR, Liedo P, Orozco D, Vaupel JW. Slowing of mor-
tality rates at older ages in large medfly cohorts. Science
1992;258:457–461.

3. Curtsinger JW, Fukui HH, Townsend DR, Vaupel JW. De-
mography of genotypes: Failure of the limited life span
paradigm in Drosophila melanogaster. Science 1992;258:
461–463.

4. Drapeau MD, Gass EK, Simison MD, Mueller LD, Rose MR.
Testing the heterogeneity theory of late life mortality pla-
teaus by using cohorts of Drosophila melanogaster. Exp
Gerontol 2000;35:71–84.

5. Fukui HH, Xiu L, Curtsinger JW. Slowing of age-specific
mortality rates in Drosophila melanogaster Exp Gerontol
1993;28:585–599.

6. Gavrilov LA, Gavrilova NS. The Biology of Life Span: A
Quantitative Approach. Harwood, New York, 1991.

7. Rose MR, Drapeau MD, Yazdi PG, Shah KH, Moise DB,
Thakar RR, Rauser CL, Mueller LD. Evolution of late-life
mortality in Drosophila melanogaster. Evolution 2002;56:1982–
1991.

8. Carey JR. Longevity: The Biology and Demography of Life Span.
Princeton University Press, Princeton, NJ, 2003.

9. Gompertz B. On the nature of the function expressive of the
law of human mortality, and on a new mode of determining
the value of life contingencies. Philos Trans Royal Society
London 1825;115:513–585.

10. Comfort A. The Biology of Senescence, 3rd ed. Elsevier,
NewYork, 1979.

11. Rose MR. Evolutionary Biology of Aging. Oxford University
Press, New York, 1991, pp. 170–171.

12. Rauser CL, Tierney JJ, Gunion SM, Covarrubias GM,
Mueller LD, Rose MR. Evolution of late-life fecundity in
Drosophila melanogaster. J Evol Biol 2006;19:289–301.

13. Rose MR, Rauser CL, Mueller LD. Late life: A new frontier
for physiology. Physiolog Biochem Zool 2005;78:869–878.

14. Mueller LD, Rauser CL, Rose MR. Does Aging Stop? Oxford
University Press, New York, 2011.

15. Shahrestani P, Mueller LD, Rose MR. Does aging stop? Curr
Aging Sci 2009;2:3–11.

56 SHAHRESTANI ET AL.



16. Beard RE. Note on some mathematical mortality models. In:
Wolstenholme GEW, O’Connor M (eds), The Lifespan of An-
imals, Ciba Foundation, Colloquium on Ageing. Little, Brown,
Boston, 1959, pp. 302–311.

17. Vaupel JW, Manton K, Stallard E. The impact of heteroge-
neity in individual frailty on the dynamics of mortality De-
mography 1979;16:439–454.

18. Greenwood M, Irwin JO. Biostatistics of senility. Hum Biol
1939;11:1–23.

19. Fukui HH, Ackhart L, Curtsinger JW. Deceleration of age-
specific mortality rates in chromosomal homozygotes and
heterozygotes of Drosoophila melanogaster.Exp Gerontol
1996;31:517–531.

20. Khazaeli AA, Xiu L, Curtsinger JW. Stress experiments as a
means of investigating age-specific mortality in Drosophila
melanogaster.Exp Gerontol 1995;30:177–184.

21. Mueller LD, Drapeau MD, Adams CS, Hammerle CW,
Doyal KM, Jazayeri AJ, Ly T, Beguwala SA, Mamidi AR,
Rose MR. Statistical tests of demographic heterogeneity
theories. Exp Gerontol 2003;38:373–386.

22. Myers GC, Manton KG. Accuracy of death certification. Proc
Social Statistics Section, Am Statistical Assn, 1983, pp. 321–330.

23. Rauser CL, Mueller LD, Rose MR. Aging, fertility, and im-
mortality. Exp Gerontol 2003;38:27–33.

24. Rauser CL, Abdel-Aal Y, Sheih JA, Suen CW, Mueller LD,
Rose MR. Lifelong heterogeneity in fecundity is insufficient
to explain late-life fecundity plateaus in Drosophila mela-
nogaster. Exp Gerontol 2005;40:660–670.

25. Rose MR, Chippindale AK, Nusbaum TJ. Laboratory evo-
lution: The experimental wonderland and the Cheshire Cat
syndrome. In: Rose MR, Lauder GV (eds), Adaptation. Aca-
demic Press, New York, 1996, pp. 221–241.

26. Partridge L, Fowler K. Direct and correlated responses to
selection on age at reproduction in Drosophila melanogaster.
Evolution 1992;4676–91.

27. Leroi AM, Chippindale AK, Rose MR. Long-term laboratory
evolution of a genetic life-history trade-off in Drosophila
melanogaster. I. The role of genotype-by-environment inter-
action. Evolution 1994;48:1244–1257.

28. Hamilton WD. The moulding of senescence by natural se-
lection. J Theor Biol 1966;12:12–45.

29. Rose MR, Rauser CL, Benford G, Matos M, Muller LD.
Hamilton’s forces of natural selection after forty years.
Evolution 2007;61:1265–1276.

30. Mueller LD, Rose MR. Evolutionary theory predicts late-life
mortality plateaus. Proc Natl Acad Sci USA 1996;93:15249–
15253.

31. Wachter KW. Evolutionary demographic models for mor-
tality plateaus. Proc Natl Acad Sci USA 1999;96:10544–
10547.

32. Pletcher SD, Curtsinger JW. Mortality plateaus and the
evolution of senescence: Why are old-age mortality rates so
low? Evolution 1998;52:454–464.

33. Baudisch A. Hamilton’s indicators of the force of selection.
Proc Natl Acad Sci 2005;102:8263–8268.

34. Moorad JA, Promislow DEL. A theory of age-dependent
mutation and senescence. Genetics 2008;179:2061–2073.

35. Charlesworth B, Partridge L. Ageing: Leveling of the grim
reaper. Curr Biol 1997;7:R440–R442.

36. Reynolds RM, Temiyasathit S, Reedy MM, Ruedi EA,
Drnevich JM, Leips J, Hughes KA. Age specificity of in-
breeding load in Drosophila melanogaster and implications for
the evolution of late-life mortality plateaus. Genetics
2007;177:587–595.

37. Ives PT. Further genetic studies of the South Amherst popu-
lation of Drosophila melanogaster. Evolution 1975;24:507–518.

38. Rose MR. Laboratory evolution of postponed senescence in
Drosophila melanogaster. Evolution 1984;38:1004–1010.

39. Rose MR, Passananti HB, Matos M (eds). Methuselah Flies: A
Case Study in the Evolution of Aging. World Scientific Pub-
lishing, Singapore, 2004.

40. Gibbs AG, Gefen E. Physiological adaptations in laboratory
environments. In: Garland T Jr, Rose MR (eds), Experimental
Evolution. University of California Press, 2009.

41. Rose MR, Vu LN, Park SU, Graves JL. Selection on stress
resistance increases longevity in Drosophila melanogaster. Exp
Gerontol 1992;27:241–250.

42. Ganestzky B, Flanagan JR. On the relationship between se-
nescence and age-related changes in two wild-type strains of
Drosophila melanogaster. Exp Gerontol 1978;13:189–196.

43. Leffelaar D, Grigliatti T. Age-dependent behavior loss in
adult Drosophila melanogaster. Dev Genet 1984;4211–227.

44. Miquel J, Lundgren PR, Bensch KG, Atlan H. Effects of
temperature on the life span, vitality and fine structure of
Drosophila melanogaster. Mech Ageing Dev 1976;5:347–370.

45. Mueller LD, Nusbaum TJ, Rose MR. The Gompertz equation
as a predictive tool in demography. Exp Gerontol
1995;30:553–569.

46. Pletcher SD. Model fitting and hypothesis testing for age-
specific mortality data J Evol Bio 1999;12:430–439.

47. Fishman GS. Monte Carlo Concepts, Algorithms, and Applica-
tions. Springer, New York, 1996.

48. R Development Core. Team R: A Language and Environ-
ment for Statistical Computing. R Foundation for Statistical
Computing, Vienna, Austria, wwwR-project.org, 2010.

49. Service PM, Hutchinson EW, MacKinley MD, Rose MR.
Resistance to environmental stress in Drosophila melanogaster
selected for postponed senescence. Physiol Zool 1985;58:
380–389.

50. Vaupel JW, Carey JR, Christensen K, Johnson TW, Yashin
AI, Holm NV, Iachine IA, Kannisto V, Khazaeli AA, Liedo P,
Longo VD, Zeng Y, Manton KG, Curtsinger JW. Biodemo-
graphic trajectories of longevity. Science 1998;280:855–860.

51. Nghiem D, Gibbs AG, Rose MR, Bradley TJ. Postponed
aging and desiccation resistance in Drosophila melanogaster.
Exp Gerontol 2000;35:957–969.

52. Rhodenizer D, Martin IA, Bhandari P, Pletcher SD, Grote-
wiel M. Genetic and environmental factors impact age-re-
lated impairment of negative geotaxis in Drosophila by
altering age-dependent climbing speed. Exp Gerontol
2008;43:739–748.

53. Gargano JW, Martin I, Bhandari P, Grotewiel MS. Rapid
iterative negative geotaxis (RING): A new method for as-
sessing age-related locomotor decline in Drosophila. Exp
Gerontol 2005;40:386–395.

54. Arking R, Wells RA. Genetic alteration of normal aging
processes is responsible for extended longevity in Drosophila.
Dev Genet 1990;11:141–148.

55. Leffelaar D, Grigliatti T. Age-dependent behavior loss in
adult Drosophila melanogaster. Dev Genet 1984;4:211–227.

56. Grotewiel MS, Martin IA, Bhandari P, Cook-Wiens E.
Functionl senescence in Drosophila melanogaster. Ageing
Res Rev 2005;4:372–397.

57. Jones MA, Grotewiel MS. Drosophila as a model for age-
related impairment in locomotor and other behaviors, Exp
Gerontol 2011;46:320–325.

58. Espeland MA, Gill TM, Guralnik J, Miller ME, Fielding R,
Newman AB, Pahor M. Designing clinical trials of inter-

PHYSIOLOGICAL TRANSITIONS: AGING TO LATE LIFE 57



ventions for mobility disability: results from the life-
style interventions and independence for elders pilot
(LIFE-P) trial. J Gerontol, A Biol Sci Med Sci 2007;62:1237–
1243.

59. Phelan EA, Anderso LA, LaCroix AZ, Larson EB. Older
adults’ views of ‘‘successful aging’’—how do they compare
with researchers’ definitions? J Am Geriatr Soc 2004;52:211–
216.

60. Burger JMS, Promislow DEL. Are functional and demo-
graphic senescence genetically independent? Exp Gerontol
2006;41:1108–1116.

Address correspondence to:
Parvin Shahrestani

Department of Ecology and Evolutionary Biology
University of California—Irvine

321 Steinhaus Hall
Irvine, CA 92697-2525

E-mail: pshoejae@uci.edu

Received: April 25, 2011
Accepted: August 31, 2011

58 SHAHRESTANI ET AL.


