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An equilibrium for phenotypic
variance in fluctuating environments
owing to epigenetics

Oana Carja* and Marcus W. Feldman
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The connection between random environments and genetic and phenotypic variability has
been a major focus in the population genetic literature. By providing differential access to
the underlying genetic information, epigenetic variation could play an important role in
the interaction between environmental and phenotypic variation. Using simulation, we
model epigenetic plasticity during development by investigating the dynamics of genetic reg-
ulators of the epigenetic machinery that change the variance of the phenotype, while having
no effect on the phenotype’s mean. Previous studies have found that increased phenotypic
variance is selected for if the environment is fluctuating. Here, we find that when a var-
iance-increasing allele achieves a sufficiently high frequency, it can be out-competed by a
variance-reducing allele, with the consequence that the population evolves to an equilibrium
phenotypic variability. This equilibrium is shown to be robust to different initial conditions,
but to depend heavily on parameters of the model, such as the mutation rate, the fitness land-
scape and the nature of the environmental fluctuation. Indeed, if there is no mutation at the
genes controlling the variance of the phenotype, reduction of this variance is favoured.

Keywords: epigenetics; epigenetic variation; phenotypic variation;
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1. INTRODUCTION

Since the beginning of quantitative genetics [1—3], phe-
notypic variation has been understood to involve
contributions from both genetic and environmental
variation. The ability of organisms to phenotypically
respond to environmental fluctuations has been recog-
nized as a powerful adaptation [4-10]. Organisms
have evolved an enormous variety of tactics that
enable them to cope with environmental changes:
some use behavioural or physiological modifications
that leave no permanent trace in the genes of their des-
cendants (traits acquired or learned during the lifetime
of an individual; see, for example, [11—-14]), while others
respond to environmental change through the creation
of diversity among their offspring, diversity that can
either be genetic or non-genetic [15-18].

Starting with the early work of Haldane & Jaya-
kar [19], Levins [20], Kimura [21], Ewens [22] and
Felsenstein [23], quantitative connections between
environmental variance, genetic variance and phenoty-
pic variance have been an important component of
evolutionary analysis. Dempster [24] introduced a
model in which temporal fluctuations in reproductive
success of competing genotypes favour the genotype
with the highest mean reproductive rate. Jablonka
et al. [25] found that carry-over effects (the persistence
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of a particular phenotype for one or more generations
despite a change in the environmental conditions that
first induced the phenotype) can provide an advantage
in stochastic environments. Studies of the evolution of
phenotypic plasticity (the capacity of a single genotype
to result in different phenotypes that correlate with
environmental —variability) [26-29] suggest that
increased plasticity has an advantageous effect in a
non-stationary environment, allowing individuals to
acclimate to rapid changes that cannot be tracked by
the normally slow evolutionary process [30—32]. A
different class of models has addressed the evolution
of stochastic switching. Under stochastic environmental
fluctuations, individual cells may switch among a
number of different heritable phenotypes and this has
been recognized as a possible case of bet-hedging [16—
18,33—36]. These studies suggest that populations of
cells tune these switching rates to the rate of the
environmental fluctuations; that is, fast-switchers out-
grow slow-switchers when the environment fluctuates
rapidly [18,34]. These models suggest that increased
phenotypic heterogeneity enhances the fitness of a
population under an appropriately changing environ-
ment, because favoured phenotypes exist under each
environmental condition.

Superimposed on the DNA is a layer of heritable epi-
genetic information that researchers have recently
begun to read and understand. This epigenetic infor-
mation is the result of chemical modifications to
cytosine bases and/or to the histone proteins that
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package the genome. By regulating chromatin structure
and DNA accessibility, these chemical changes influ-
ence how genes are expressed across a diverse array of
developmental stages, tissue types, disease states and
abiotic environments [37—41]. Epigenetic variation con-
tributes to phenotypic variance without altering the
genotype, by allowing the same structural genetic infor-
mation to yield multiple cell types in different life cycle
stages. It may also be responsible for potential alterna-
tive developmental pathways in an organism based on
its own and its ancestors’ environments. Therefore,
understanding the role of epigenes in phenotypic varia-
bility might provide new insights into patterns of
diversity in fluctuating environments.

Phenotypic variability mediated by epigenetic mech-
anisms was investigated in a recent simulation analysis
[42] of genetic variants that do not change the mean
phenotype, but do affect the variance of the phenotype.
This model was intended to represent epigenetic plas-
ticity during development, for example, by DNA
methylation patterns that affect stochastic phenotypic
variation through epigenetic mediators. It was inspired
by the dietary modifications of DNA methylation of
the Agouti gene, and methylation of the Azin-fused
allele in kinked tail mice [43], which demonstrate how
epigenetic differences can result in very diverse
phenotypes among genetically identical individuals.
The model differs from previous transgenerational
epigenetic models [44—46], and from other stochastic-
switching models because it focuses on the evolution
of genes that control the expression of statistical
variance in the phenotype without affecting the mean
phenotype.

Some previous attempts to incorporate epigenetics
into evolutionary models have focused on neo-
Lamarckian inheritance, allowing for the limited inheri-
tance of acquired characteristics [44], such as culturally
transmitted traits [47,48]. Although these may be rel-
evant in some cases, many epigenetic responses are
determined and controlled by DNA-encoded genes
(such as chromatin remodelling genes or genes that
affect or detect DNA methylation) and, from an evol-
utionary perspective, epigenetic variation is, for the
most part, likely to be subservient to the evolving
DNA sequence. That is, the machinery of epigenetic
modifications (e.g. DNA methyltransferases and his-
tone deacetylases) is ultimately encoded by the DNA
sequence, and whether a particular structural gene is
subject to a particular epigenetic modification will be
partly dependent on the properties of the DNA itself.
Moreover, the rate of structural DNA mutation is
much smaller than the mutation rate for epialleles,
which are less stable [49].

In their model of stochastic epigenetic variation
under fluctuating environments, Feinberg & Irizarry [42]
provide two experimental results as proof of principle
for the existence of genes that do not change the
mean phenotype, but do change the variability of the
phenotype. Their first experiment identified highly
variable DNA-methylated regions in mouse and
human liver and mouse brain associated with develop-
ment and morphogenesis, thus supporting the concept
of stochastic epigenetic variation. Their second example,
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the loss or gain of CpG dinucleotides, supports the
existence of heritable genetic mechanisms (i.e. the under-
lying DNA sequence) that control methylation and as a
consequence have an effect on the variability of the
phenotype, through epigenetic variation. Using simu-
lations to model the evolution of genes that control
phenotypic variance, the authors find that, in a changing
environment, the genetically inherited propensity for
phenotypic variability substantially increases fitness.
In this paper, we explore the model of Feinberg and
Irizarry in more detail and find that their results hold
only in a limited parameter range and only in the initial
generations of the population’s evolution.

We first replicate the simulations in Feinberg & Iri-
zarry [42] and find that, in a fluctuating environment,
if the initial phenotypic variability is small, then the
phenotypic variance of the population does indeed
increase initially; that is, for about 1000 generations.
After a longer time, however, we observe that the popu-
lation variance of the phenotype reaches an equilibrium
that depends on the parameters of the model, but is
robust to initial conditions.

‘We then use an explicit population genetic model with
a modifier gene that determines the extent of variation of
an individual’s phenotype to explore the conditions
under which an increase in phenotypic variance is adap-
tive and is selected for in a non-stationary environment.
We find an equilibrium for the frequencies of the alleles
at the locus controlling the phenotypic variability and
study the properties of this equilibrium distribution by
looking at a range of different model parameters and
their effect on this equilibrium. We find that phenotypic
variability does increase in populations undergoing rapid
environmental change, but this effect disappears in
environments that change very slowly. We also find
that increased phenotypic variance seems to be favoured
in populations that are already adapted to their environ-
ments as it may increase the populations’ exploration of
the phenotypic space. By contrast, the response to an
environment that is particularly deleterious seems to be
a decrease in phenotypic variability, as the fitness advan-
tage of a beneficial phenotype does not overcome the
costs of a deleterious one. We also find that this equili-
brium depends strongly on the mutation rate at the
modifier locus: if there is no mutation at the locus that
affects phenotypic variability, an allele that increases
the variance of an individual’s phenotype will eventually
be lost.

2. RESULTS
2.1. The general model

The stochastic model we present below is based on that
of Feinberg & Irizarry [42]. Consider a haploid popu-
lation of fixed size, N = 10000. Each individual in the
population is defined by N; genes (e.g. single nucleotide
polymorphisms) that control mean phenotype and N,
genes that control the variability of its phenotype. We
will denote by X the set of genes that determine
mean phenotype and by M the set of genes that control
the variance of an individual’s phenotype. To incorpor-
ate the possibility that a gene is not expressed in the
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Figure 1. (a) Average and (b) standard deviation of phenotype Y; in the population, as a function of generation time, over 40 000

generations. The parameters are: a=—4, B=4, u=10"% 7= (-1,

-1,-1,-1,1,1,1,1), y= (=1, -1,-1,-1,1,1,1,1)/2

and N = 10000 individuals. The environment changes periodically every five generations and the simulation starts with an iso-
genic population at the X genes, X;= (0,0,0,0,0,0,0,0). There are three different initial conditions for the M genes: for every
individual in the first generation, each one of its eight M genes is 0 with probabilities 0.9 (red curve), 0.5 (green curve) or 0 (blue
curve). Each point represents the average across 100 different runs of the simulation. The curves represent a fit to the data using a
generalized additive model with penalized cubic regression splines.

phenotype, X and M are assumed to be vectors with
elements 0 or 1, with 1 denoting expression. Therefore,
for each individual i, X and M can be represented as
vectors of elements 0, 1 of size N; and N,, respectively:

Xi = (Xi,la XLQ, ey Xinl)

and

M; = (M1, Mg, ..., M;y,).
The phenotype Y; of an individual with genotype
(X;, M,) is given by

Vi=nXii+ nXip+- -+ Xiw + 6,

where the vector 7= (7, 7y,..., 7y, records the
expected effects on the phenotype Y; from the loci
(X1, Xi2,..., X;n,) and €; represents the variation
not explained by X;, which is added to the phenotype,
with its variance determined by the genes M;:

€~ N(0,07)
and
logy (o) = vy Mig + - + vy, Min, -

Here y= (1, ¥2, ..., ¥n,) is the analogue of 7, on a log
scale, and determines the effect of the (M;;, M;o,...,
M; y,) loci on the variance of phenotype Y.

We assume there are two different environments, e;
and e,. Given an individual’s phenotype Y, its prob-
ability of survival, i.e. fitness, in each of the two
environments is computed as follows:

e t+BYi

P 1 +ea+BYi
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in environment e; and

o BY:

Bi=1reeam
in environment e, (general shapes of these functions are
presented in figure 3a,c). Here, @ and B are parameters
that represent the baseline level of adaptation to the
environment and the degree of difference between the
two environments, respectively. If B is positive, positive
phenotypes have a fitness advantage in environment ey,
while negative phenotypes are better adapted to envi-
ronment e,; the reverse is true for negative values of .

To create the next generation, we sample N individuals
from the current population, each individual having a
probability of being selected that is proportional to its fit-
ness. The three forces acting on the population are
selection, mutation and random genetic drift owing to
finite population size, in that order; we assume a constant
mutation rate u for all N;+ N, loci and no recombination.

We first repeat the simulations in Feinberg & Irizarry
[42], using the same parameter values and a wider range
of initial conditions, but a longer evolutionary time. Set
N=8 No=8, a=—4, B=4, n=10"" 7= (-1, -1,
-1,-1,1,1,1,1) and y=(—-1,-1,—-1,-1,1,1,1,1)/2.
We assume that the environment changes periodically,
every five generations. We start the simulation with an iso-
genic population at the X genes, X; = (0,0,0,0,0,0,0,0)
and three different initial conditions for the M genes: for
every individual in the first generation, each one of its
eight M genes is 0 with probabilities 0.9, 0.5 or 0, respect-
ively, for each of three different simulations presented in
figure 1. We ran this simulation 100 times and averaged
the results. Figure 1 shows the average and standard devi-
ation of the phenotypes Y;in the population, as a function
of generation time, over 40 000 generations.

In figure la, the average phenotypic value of the
population oscillates around a mean value of 0, as
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found by Feinberg & Irizarry [42]. Figure 15, however,
shows an interesting departure from their findings:
while the standard deviation of the phenotypes Y; in
the population does increase initially, this increase even-
tually ceases and we observe the appearance of an
equilibrium for the phenotypic variance. The existence
of an equilibrium value for the phenotypic variance
seems to be robust to the numbers of loci N; and N,
used in the simulation: electronic supplementary
material S1 presents a model with two loci controlling
the mean phenotype (X;; and X;») and one modifier
locus (M;) controlling the variance of the phenotype.
We again observe a brief initial increase (for
approx. 1000 generations), followed by approach to an
equilibrium for the phenotypic variance in the population.
Sampling such large populations (N = 10000) is
computationally costly, and since the population size
is large, the effects of genetic drift are likely to be neg-
ligible. We therefore propose that the results should be
the same if we iterate the corresponding recursions for
genotype frequencies in an infinite population model.
In particular, we will examine the sensitivity of the
above finding to changes in the model parameters.

2.2. A deterministic model

We construct a deterministic model of haploid individ-
uals with N;=2 and Ny=1; this is based on
traditional population genetic theory models of modifier
loci controlling a parameter of interest (see [50]). Thus,
each individual is now defined by three genes: two genes
A/a and B/b that control mean phenotype and one
modifier gene M/m that controls its variance. We
have eight possible haploid genotypes: ABM, AbM,
aBM, abM, ABm, Abm, aBm and abm, with correspond-
ing frequencies z;, %, 3, T4, T5, Tg, X7, Iz. Following the
previous model, we compute the phenotype values Y;
for these eight genotypes:

ABM Yl = €1
AbM YQ =T+ €
aBM Y3;=m+4¢€

abM Y, =1+ 71+ €
ABm Y5 =e

Abm Y =1 + &
aBm Y:=m+ e

abm Yg :7'1+7'2+EQ,

where €, ~ N(0,0 7 ) and €, ~ N(0,03). The M/m locus
does not modify the mean phenotype; its sole effect is
on the variance of the phenotype. In all of the following,
we will set 77 = —1 and 7, = 1, thus ensuring that the
alleles at the A/a and the B/b loci are, on average, sym-
metrically deleterious or beneficial in the two
environments and any departures from the equilibrium
genotype frequencies of 1/8 will be due to selection at
the M/m modifier locus. (A more detailed explanation
is in electronic supplementary material S1.) For
phenotype Y, the survival probability is
olatBY)

E_1+gwmw
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in environment e; and

e(O‘*B Y7>

Pi= e

in environment e;. We study the dynamics of the fre-
quencies of the modifier alleles over time, following the
recursion equations for the frequencies of the eight geno-
types in the next generation as a function of the genotype
frequencies in the current generation; the complete recur-
sion equations are presented in appendix A.

In figure 2, we use the following parameter values:
a=(-4), B=4, u=10"" oy=1, 0,=2, and an
environmental change every five generations. We
average over 100 different runs of the simulation.
The curves represent a fit to the data using a general-
ized additive model with penalized cubic regression
splines. We show robustness of the results to other fit-
ting techniques and the fitting curves with 95%
confidence intervals in electronic supplementary
material S5.

We first start with equal values of the alleles at the
major loci A/a and B/b and different initial conditions
for the M/m locus, as presented in figure 2a. We again
observe an equilibrium for the frequencies of the alleles
at the locus that controls phenotypic variance in the
population. We next investigate how this equilibrium
depends on the choice of the different model par-
ameters. Of particular interest is the effect of
the starting frequencies at the two major loci A/a and
B/b on this equilibrium value. With the initial choice
of 7=(—1,1), we guarantee that the loci modifying
mean phenotype are not the drivers of the evolutionary
process and the allelic frequencies are determined by
selection operating at the M/m locus. We test this by
performing simulations in which we change the starting
allele frequencies at the A/a and B/b loci across a wide
range of values. Four of these are shown in figure 2b: in
panel 1, the frequencies of the A and B alleles start at
zero; in panel 2, the frequencies of the A and B alleles
start at 0.5; in panel 3, the frequency of the A allele is
0.9 and the frequency of the B allele is 0; in panel 4,
the frequency of the A allele is 0.1 and the frequency
of the B allele is 0. Figure 2b presents the results for
different initial allele frequencies at the modifier locus,
the other parameters being fixed at the following
values: a = (—4), B=4,0y=1, 0o =2, u=10"* and
the environment changing every five generations. It is
easy to see that different initial frequencies at the
major loci A/a and B/b do not affect the equilibrium
frequencies of alleles at the M/m locus.

We tested the existence of the equilibria over the
whole range of parameters and present two more
examples in electronic supplementary material S4.

We next examine the effect of o and B on the
equilibrium frequency of the alleles at the M/m locus.
It is first useful to visualize how a change in the
parameter « affects the fitness function:

eaJrB Y;

Pi:1+ea+ﬁyt'

This is illustrated in figure 3a, where we fix 8 to be 4
and vary a to be — 4, 0 or 4. The plots correspond to
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the fitness function in environment e;, in which positive
values of the phenotype Y; have higher fitness and
negative values have lower fitness; environment e, is
characterized by a change of sign of B, so the fitness
function in e, is simply the mirror image of that in e.
By varying a we can control how deleterious or ben-
eficial the two environments are for the individuals in
the population. Thus, @ = 0 corresponds to symmetric
environments, with positive phenotypes Y; having a
high fitness and negative phenotypes having very low
fitness values. If &« = —4, both environments are deleter-
ious for both positive and negative phenotypes Y;. For
a =4, both environments are very favourable, one
more so than the other.

To examine how the equilibrium frequency at the
M/m gene responds to these different fitness functions,
we iterated the population for the three different values
of @ mentioned above. The other parameters were kept
constant: B=4, p= 107%, oy=1, 0, =2 and the
environment changed every five generations. Figure 3b
shows a clear effect of o on the equilibrium frequency
of the larger variance allele m. For @ =—4, in which
one environment is extremely deleterious, we see that
the phenotypic variability of the population oscillates
around zero, meaning that, in order to escape the dele-
terious environment, the best strategy is to not explore
the phenotypic space, but to base choices in the next
environment on the current one. This makes sense,
taking into account that the environment changes
every five generations, so the probability of preserving
the current environment is relatively high. For a =0,
corresponding to symmetric environmental fluctu-
ations, the frequency of the larger variance allele
oscillates around 0.2; again, larger phenotypic variance
is not advantageous for the population. For @ = 4, the
equilibrium frequency of m oscillates around 0.5, a
much larger value than in the previous two cases.
Therefore, with one ideal environment and another ben-
eficial environment, where the decrease in fitness from 1
is not very large, we observe a definite increase in phe-
notypic variability. This may be due to the fact that the
benefits of exploring the phenotypic space outweigh the
costs, and it is in these environments that strategies
with even the slightest fitness advantage overcome
competitors.

We next study the importance of the parameter 8 by
fixing « = 0 and varying 8 to be 0.5, 2, 4 or 10. The fit-
ness functions obtained are illustrated in figure 3¢ and
differ mainly in the number of phenotypes that have fit-
ness between the two extremes: 0 and 1. For 8= 10,
most phenotypes in the population have either very
low or very high fitness, whereas for 8 = 0.5, most phe-
notypes Y; have fitness values around 0.5. Keeping the
other parameters constant at « =0, u=10"" oy =1,
0 =2 and changing the environment every
five generations, we plot the average allele frequencies
at the M/m gene in figure 3d. We see that the equili-
brium frequency of the larger variance allele decreases
as B decreases. In environments where most pheno-
types are around 0.5, there is no benefit to increased
phenotypic variability. However, as we increase the fit-
ness discrepancies between the two environments,
increased phenotypic variability is favoured.
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In the simulations below, we fix « =—4 and 8 = 4.

We would expect the population to respond differ-
ently to environments that do not change or change
very slowly, compared with environments that are oscil-
lating quickly, for example, every generation. In a
highly variable environment, we would expect increased
phenotypic variability to be selected for, allowing indi-
viduals to increase the range of accessible phenotypes in
every generation. While this is the intuitive response to
high uncertainty in environmental conditions, if the
environment is constant, or changes very slowly, we
would expect to see decreased phenotypic variability
in the population, since selection would drive the popu-
lation to an optimum, departures from which would be
deleterious. To test this hypothesis, we first performed
simulations for a range of environmental periods: con-
stant environment and also periods 1, 5, 20, 50, 100
and 500. All other parameters were kept constant:
a=—4, B=4, p= 107% oy=1, 05=2. Figure 4a
shows that the population does indeed respond very dif-
ferently to environments that change slowly, compared
with fast-changing environments. For environments
that change rapidly, the equilibrium frequency of the
larger variance allele oscillates around 0.5, and is a
decreasing function of the environmental periodicity.
However, for environmental periodicities above 50 gen-
erations, the equilibrium oscillates around a value of
0.2. This suggests that organisms tend to respond to
slowly changing environments in the same way they
respond to a constant environment: if the environment
in the next generation is likely to be preserved, then the
population’s best strategy is to decrease phenotypic var-
iance, as variability may cause departure from the
optimum. The robustness of the results to random
environmental fluctuations, as presented in electronic
supplementary material S2, is similar.

We next investigate the effect of the mutation rate at
the three loci on the equilibrium frequency at the M/m
gene. We performed simulations in which the range of
mutation rates was 1072, 107%, 107® and 1072 All
other parameters were kept fixed at: a=—4, B =4,
o=1, o0o=2 and with an environmental change
every five generations. Figure 4b shows a decrease in
the equilibrium frequency of the larger variance allele
with decreasing mutation rate at the three loci. It is
interesting to note that the magnitude of this decrease
is comparable to the decrease we observe when we
‘slow down’ the rate of environmental fluctuation.
This decrease in the equilibrium frequency with
decreasing mutation rate led us to ask what happens
if mutation occurs at the loci that control mean pheno-
type, but not at the modifier locus, which controls the
phenotypic variance.

With no mutation at the modifier locus, the geno-
type frequencies change according to the equations
in appendix B. We used the same fixed parameters
as before, a= —4, B=(4), u=10"" oy =1, oy =1,
n=2>5, and recreated the conditions in figure 3, by
varying the initial conditions at the modifier locus.

In figure 5, the frequency of the larger variance allele
at the locus controlling the phenotypic variance is
decreasing and approaches zero by generation 10 000.
We have also performed extensive simulations varying
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ations. Each point represents the average across 100 different runs of the simulation. The plotted curves represent a fit to the data
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all the other parameters of the model and in all simu-
lations the larger variance allele always goes extinct
by generation 10000. The results suggest that when
there is no mutation at the variance locus, the
larger variance allele eventually disappears from the
population; i.e. decreased phenotypic variability is
favoured. This seems to imply that either there is no
selection for increased phenotypic variance, or selection
is very weak. In general, it is very difficult to distinguish
between mutational variance and weak selection var-
iance. The results in the other parameter regimes in
the paper suggest the latter. We see that even though
there is weak selection on the phenotypic variance, for
a higher mutation rate, increased phenotypic variance
can be selected for, as demonstrated by figures 3
and 4, for example.

3. DISCUSSION

We have studied the impact of stochastic epigenetic
variation on phenotypic variance in fluctuating
environments. Motivated by the observation that
there is significant and functionally important genetic
variability in genes responsible for epigenetic control
[39], we studied the dynamics of genes that are regula-
tors of the epigenetic machinery. We modelled genes
that do not change the mean phenotype of an individ-
ual, but control the variance of this phenotype. We
have explored the conditions under which increased
phenotypic variability is selected for, under a wide
range of parameters and types of environmental
fluctuations.

The model we presented is based on that of Feinberg
& Trizarry [42] and population genetic theory of modi-
fier alleles [50,51]. Their paper suggests that stochastic
epigenetic variation is increased in fluctuating environ-
ments. We show that by 5000 generations the initial
increase has reversed and a sharp decrease in the
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Figure 5. Simulations of the discrete model with no mutation at
the locus controlling the phenotypic variance. We start with
equal frequencies of the A/a and B/b alleles, and different
initial frequencies at the M/m locus. The other parameters
are a=(—4), B=4, u=10""% oy=1, 0,=10 and the
environment changes every five generations. Each point rep-
resents the average across 100 different runs of the simulation.
The plotted curves represent a fit to the data using a general-
ized additive model with penalized cubic regression splines.
Initial frequencies of the larger variance allele: red curve, 1;
brown curve, 0.9; green curve, 0.6; blue curve, 0.5; purple
curve, 0.4; pink curve, 0.1.



620 An equilibrium for phenotypic variance

O. Carja and M. W. Feldman

phenotypic variance of the population may occur. By
about 10 000 generations, this variance has reached
an equilibrium. This makes the conclusions of the
model highly relevant for a large number of popu-
lations. Humans, for example, have a generation time
of around 25 years. Therefore, the time to equilibrium
would be 250 000 years, which is well under the time
for the emergence and spread of Homo sapiens nean-
derthalensis. Thus, the approach to equilibrium
variance is relevant for hominid evolution.

Our most important result is that there is an equili-
brium for the alleles at the locus controlling the
phenotypic variance of the individual, an equilibrium
that may be very sensitive to changes in the different
parameters of the model. This appears to be the first
time such an equilibrium has been found. Previous
studies of evolution in fluctuating environments suggest
that increased phenotypic variance increases the fitness
of a population in an appropriately changing environ-
ment and that a genetically inherited propensity for
phenotypic variability substantially increases fitness
and is selected for. The reasoning suggested is that varia-
bility promotes the existence of favoured phenotypes
under each environmental condition. We have shown,
however, that when a variance-increasing allele achieves
a sufficiently high frequency, it can be out-competed by
a variance-reducing allele, with the result that there is an
optimum level of phenotypic variability. This optimum
is shown to depend on the details of the model, namely
the mutation rate, the fitness landscape and the nature
of the environmental fluctuation.

The existence of such an equilibrium, robust to
initial conditions, but sensitive to the other parameters
of the model, seems to suggest that, in fact, the
dynamics of these systems and the question of phenoty-
pic variability are more complicated than previously
thought. We have shown that whether increased pheno-
typic variability is favoured is very dependent on the
characteristics of the studied population and the
nature of the environmental fluctuations. If one of the
environments is highly deleterious, decreased phenoty-
pic variability is selected for, since there is a high cost
(seen as a decrease in fitness) to departing from the
optimum when the chance of being maladapted is
high. By contrast, in beneficial environments, we
observe selection for increased phenotypic variabil-
ity—in this case, it is beneficial for individuals to
explore the phenotypic space, since there are no
major costs associated with this exploration. It is
especially in these environments that organisms
increase their phenotypic variance, taking advantage
of even the slightest benefits available to them, as
they compete with other moderately adapted individ-
uals. One parameter that has a significant impact is
the mutation rate at the modifier locus. In the absence
of constant reintroduction of the allele that increases
phenotypic variance, decreased phenotypic variance is
selected for, irrespective of the other parameters of
the model.

Our work tries to shed light on our understanding
of the nature and relevance of phenotypic variation,
especially in the context of changing environments.
Is such variation available for adaptive change when
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a population undergoes a rapid change in environment
and is therefore exposed to a new selection regime or is
the wvariation simply a consequence of recurrent
mutations being introduced in the population? Our
results seem to imply the former, but further work is
needed to understand the exact mechanisms that
determine the existence of such equilibria and the
exact dependencies of the stable levels of variation
on the characteristics of the systems under study.
Important progress on these issues could be made by
integrating stochastic epigenetic variation into classic
population genetic models of phenotypic variation.
Epigenetic phenomena and their contribution to phe-
notypic variance have recently received considerable
attention, both in theoretical [36,45,46,51,52] and
experimental studies [43,53,53—56]. Nevertheless, our
understanding of the molecular mechanisms of epige-
nomic regulation and the extent of its importance
for phenotypic diversity is still far from complete.

The original definition of epigenetics by Waddington
in [4]—the idea that phenotype arises from genotype
through programmed change—is now central to devel-
opmental biology. The modern definition of
epigenetics is information, other than the DNA
sequence itself, that affects gene expression or function.
There is extensive overlap between these two defi-
nitions: regulation of developmental processes by
epigenetic phenomena may be central to development
because different cell types maintain their differences
during cell division even though their DNA sequences
are essentially the same. Phenotypic change
mediated by epigenetic change may, in some cases, be
inherited across generations [46,57] and may lead to
phenotypic heterogeneity among genetically identical
individuals [58].

Epigenetic mechanisms appear to function primarily
as genome defences, but may result in the maintenance
of plasticity together with a degree of buffering of devel-
opmental programmes: breakdown of epigenetic
buffering could potentially be deleterious for the organ-
ism and/or cause variation in rates of phenotypic
evolution. Stochastic and environmentally induced epi-
genetic defects are also known to play a major role in
cancer and ageing [58—60]. Two decades ago, cancer
epigenetics was viewed with scepticism, but now it is
widely accepted: there is compelling evidence that epi-
genetic marks, such as chromatin modification, can
influence cellular phenotypes through the regulation of
particular genes, without structural variation in these
genes, and alterations in methylation, imprinting
and chromatin are ubiquitous in cancer cells [61-63].
This also suggests that mutations in these genes
involved in epigenetic control may have a major effect
throughout development.

Population level models may prove valuable in show-
ing potential ways in which epigenomic variation within
populations may be related to phenotypic variation,
and how patterns of epigenetic regulation may vary
between individuals and genomic regions, as well as
with the environment [64]. In order to develop such
models, it is important to understand the sources of
variation in epigenetic marks: they may be vertically
transmitted, derive from parental environments, effects
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of ageing and of environment, stochastic events or geno-
mic factors (for example, DNA sequence variants,
expression differences in chromatin remodelling genes
or genes that affect or detect DNA methylation).

In this paper, we have incorporated stochastic epige-
netic variation into a population genetic model by
studying the dynamics of genetic regulators of the epi-
genetic machinery that change the variance of the
phenotype, while having no effect on the phenotype’s
mean. We found an equilibrium for the frequencies of
the alleles at the locus controlling the phenotypic varia-
bility and showed that this equilibrium is robust to
initial conditions, but depends on the details of the
model, namely the mutation rate, the fitness landscape
and the nature of the environmental fluctuation.
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APPENDIX A

Recursion equations for the frequencies of the eight
genotypes under the infinite population model:

oz = (1 - M)3P1$1 + u(l — M)ZPQ.TZ
+ (1 — ) Pyag + (1 — )’ Pazy
+ (1= w)’wPszs + p*(1 — ) Py
+ w*(1 = p) Pray + w0’ Psas,

@y = p(l — )’ Pray + (1 — )’ Py
+ (1= W’ Pyzy + (1l — p)* Pumy
+ (1= W’ Pszs + w(l — p)* Poxg
+ wd Pray + p* (1 — p) Psas,

@y = (1 — w)’Pray + p(1 — p) Pay
+ (1 — p)’ Pyas + (1 — w)* Pyzy
+ (1 - M)M2P5$5 + (1 - M)ZPﬁxﬁ
+ 1’ Praz + p* (1 — ) Py,

@l = (1 — wu’Pray + p(l — p)*Pomy
+ (1 — )PPz + (1 — w)® Pyzy
+ 18 Pyas 4+ p? (1 — w) Pt
+ (1= m) Pray + (1 — )” P,

wzp = (1- M)Ql-bpll”l + 12 (1 — ) Poay
+ u*(1 — p) Psay + i’ Pyy
+ (1= )’ Pas + m(1 — ) Potg
+ m(l — w)*Pray + (1 — ) Psas,
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@1y = (1 — p)u’ Pray + w(l — p)* Pomy + i’ Py
+ (1= p)p’Pyzy
+ (1 — p)* Psas + (1 — )’ Poag
+ (1 — )’ Pray + p(1 — )’ Peas

@l = (1 — pu* Pray + P Pory + (1 — )’ Py
+ (1 — p)u’* Pyzy
+ w1 = )’ Pszs + pw’ (1 — p) Pozg
+ (1= )’ Pray + w(1 — p)* P

and @i =’ Pray + (1 —p) P+ p* (1 — ) Py

+(1— w)’ wPyzy+ p?(1—p) Py
+ (1= ) Pog+ (1 — w)* Pray + (1 — ) Pyas,

where Ezpl.fl+P2J}2—|—P3$3+P4$4+P5I5—|—P6.T6—|—
P;x; + Pgag is the mean fitness of the population.

APPENDIX B

Recursion equations for the frequencies of the eight gen-
otypes under the infinite population model, assuming
no mutation at the modifier locus M/m:

@) = (1 - w)?Pray + u(l — w) Py
+ (1 — ) Pszs + u* Py,

axé = l"l’(l - I‘L)lel + (]- - I-L)QPQZ'Q + [.L2P3(E3
+ (1 — p) Py,

oty = w(1 — w)Pray + p2Pamy + (1 — )’ Pyay
+ p(1 — p) Py,

o) = W Piay + (1 — p) Poy + (1 — ) P
+ (1= p)*Pyay,

EZEI—) = (1 — M)2P5£C5 -+ M,(]_ — M)Pﬁ«fﬁ
+ w(l — ) Pray + p? Pyag,

+ (1 — w)* Poag

+ u*Prar + u(1 — ) Psas,

@ = p(l — p) Pss

@b = u(1 — ) Psz; + w’ Poag
+ (1 — w)*Pray + p(1 — p) Psag
and @z = W’ Psas + u(1 — ) Psag 4+ w(1 — w) Pray
+ (1 — /.L)Zpgxg,

where @ = Py + Poxy + P3az + Pyxy + Psay + Pgag+
P;x; + Pgag is the mean fitness of the population.
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