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Behavioral/Systems/Cognitive
Attention for Learning Signals in Anterior Cingulate Cortex

Daniel W. Bryden,'? Emily E. Johnson,' Steven C. Tobia,! Vadim Kashtelyan,' and Matthew R. Roesch'?
!Department of Psychology, and 2Program in Neuroscience and Cognitive Science, University of Maryland, College Park, Maryland 20742

Learning theory suggests that animals attend to pertinent environmental cues when reward contingencies unexpectedly change so that
learning can occur. We have previously shown that activity in basolateral nucleus of amygdala (ABL) responds to unexpected changes in
reward value, consistent with unsigned prediction error signals theorized by Pearce and Hall. However, changes in activity were present
only at the time of unexpected reward delivery, not during the time when the animal needed to attend to conditioned stimuli that would
come to predict the reward. This suggested that a different brain area must be signaling the need for attention necessary for learning. One
likely candidate to fulfill this role is the anterior cingulate cortex (ACC). To test this hypothesis, we recorded from single neurons in ACC
as rats performed the same behavioral task that we have used to dissociate signed from unsigned prediction errors in dopamine and ABL
neurons. In this task, rats chose between two fluid wells that produced varying magnitudes of and delays to reward. Consistent with
previous work, we found that ACC detected errors of commission and reward prediction errors. We also found that activity during cue
sampling encoded reward size, but not expected delay to reward. Finally, activity in ACC was elevated during trials in which attention was
increased following unexpected upshifts and downshifts in value. We conclude that ACC not only signals errors in reward prediction, as

previously reported, but also signals the need for enhanced neural resources during learning on trials subsequent to those errors.

Introduction

The Pearce and Hall theory of attention suggests that learning
occurs via elevated processing of environmental cues when the
outcomes that follow them are uncertain (Pearce and Hall, 1980;
Pearce et al., 1982). One aspect of this model is that attention is
increased when outcomes are both better and worse than pre-
dicted. This increased attention allows the animal to focus on trial
events so that subsequent behavior is adaptive.

In a previous report, we suggested that activity in basolateral
nucleus of the amygdala (ABL) represented such an unsigned
prediction error (Roesch et al., 2010a). In that study, ABL neu-
rons increased firing when an unexpected reward was either de-
livered or omitted, consistent with the idea of unsigned error
signals; however, changes in firing in ABL were evident only at the
time of the reward delivery and omission (Belova et al., 2007;
Roesch et al., 2010a; Tye et al., 2010). Although such a signal
might be providing unsigned prediction errors, it is unlikely,
based on the timing of the activity, that it is the neural signal that
marshals neural resources to enhance processing of subsequent
trial events.

Here we ask whether activity in anterior cingulate cortex
(ACC) might fire more strongly during trials after prediction
errors. ACC has strong reciprocal connections with ABL and DA
neurons (Sripanidkulchai et al., 1984; Cassell and Wright, 1986;
Dziewiatkowski et al., 1998; Holroyd and Coles, 2002); has been
shown to be involved in encoding errors of commission, reward
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prediction errors, and positive and negative trial feedback; and is
thought to be critical for functions related to attention, decision
making, and reinforcement learning (Carter et al., 1998; Scheffers
and Coles, 2000; Paus, 2001; Holroyd and Coles, 2002; Shidara
and Richmond, 2002; Ito etal., 2003; Walton et al., 2004; Amiez et
al., 2005; Kennerley et al., 2006; Magno et al., 2006; Matsumoto
et al., 2007; Quilodran et al., 2008; Rudebeck et al., 2008; Rush-
worth and Behrens, 2008; Kennerley and Wallis, 2009; Totah et
al., 2009; Hillman and Bilkey, 2010; Wallis and Kennerley, 2010;
Hayden etal., 2011). Still, none have asked the critical question of
whether or not the activity of single neurons in ACC increases
after trials in which rewards are unexpectedly delivered or omit-
ted consistent with changes in behavioral measures of attention
observed during learning on these trials.

To address this issue, we recorded from single neurons in ACC
in the same task in which we characterized firing in ABL and VTA
(Roesch et al., 2007, 2010a). We found that activity of single
neurons in ACC increased on behavioral trials after reward con-
tingencies changed unexpectedly for both upshifts and down-
shifts. In addition to this finding, we show that activity in ACC
reflects both errors of commission and reward prediction errors
after their occurrence. We also demonstrate that activity during
the sampling of cues that predict reward is significantly stronger
when a large reward was expected relative to a small reward, but
not when that same cue predicted short delays relative to long
delays.

Materials and Methods

Subjects. Male Long—Evans rats (n = 4; weight, 175-200 g) were obtained
from Charles River Laboratories. Rats were tested at the University of
Maryland, College Park, in accordance with University of Maryland and
NIH guidelines.

Surgical procedures and histology. Surgical procedures followed guide-
lines for aseptic technique. Electrodes were manufactured and implanted
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as in prior recording experiments (Bryden et al., 2011). Rats had a driv-
able bundle of 10 25-um-diameter FeNiCr wires (Stablohm 675, Califor-
nia Fine Wire) chronically implanted in the left hemisphere dorsal to
ACC (n = 4; —0.2 mm anterior to bregma, 0.4—0.5 mm laterally, and 1.0
mm ventral to the brain surface). Immediately before implantation, the
wires were freshly cut with surgical scissors to extend ~1 mm beyond the
cannula and electroplated with platinum (H,PtCl,, Aldrich) to an im-
pedance of ~300 k(). Cephalexin (15 mg/kg, p.o.) was administered
twice daily for 2 weeks postoperatively to prevent infection. The rats were
then perfused, and their brains were removed and processed for histology
using standard techniques.

Behavioral task. Recording was conducted in aluminum chambers
~18 inches on each side with sloping walls narrowing to an area of 12 X
12 inches at the bottom. A central odor port was located above two
adjacent fluid wells on a panel in the right wall of each chamber. Two
house lights were located above the panel. The odor port was connected
to an air flow dilution olfactometer to allow the rapid delivery of olfac-
tory cues. Task control was implemented via computer. Port entry, well
entry, and licking were monitored by disruption of photobeams.

The basic design of the task is illustrated in Figure la. Trials were
signaled by illumination of the house lights inside the box. When these
lights were on, nose poke into the odor port resulted in delivery of an
odor cue to a small hemicylinder located behind this opening. One of
three different odors was delivered to the port on each trial, in a pseudo-
random order. At odor offset, the rat had 3 s to make a response at one of
the two fluid wells located on the left or the right below the port. One
odor (2-octanol, 97%) instructed the rat to go to the left to get reward, a
second odor (pentyl acetate, 99%) instructed the rat to go to the right to
getreward, and a third odor [(R)-(-)-carvone, 97%] indicated that the rat
could obtain reward at either well. Odors were presented in a pseudoran-
dom sequence such that the free-choice odor was presented in 7 of 20
trials and the left/right odors were presented in equal numbers (*1 over
250 trials). In addition, the same odor could be presented on no more
than three consecutive trials.

During the first day of training, rats were first taught to simply nose
poke into the odor port and then go to the well for reward. On the second
day, the free-choice odor was introduced, and rats were free to respond to
either well for reward. On each subsequent day, the number of forced-
choice odors increased by two for each block of 20 trials. During this
time, we introduced blocks in which we independently manipulated the
size of the reward delivered at a given side and the length of the delay
preceding reward delivery. Once the rats were able to maintain accurate
responding (> 60%) on forced-choice trials through these manipula-
tions and were able to switch their response bias in each of the four trial
blocks on free-choice trials, surgery was performed and recording ses-
sions began.

During recording, one well was randomly designated as short (500 ms)
and the other long (1-7 s) at the start of the session (Fig. 1a, Block 1). In
the second block of trials, these contingencies were switched (Fig. 1a,
Block 2). The length of the delay under long conditions abided by the
following algorithm: the side designated as long started off as 1 s and
increased by 1 s every time that side was chosen (up to a maximum of 7 s).
If the rat chose the side designated as long on <8 of the previous 10
free-choice trials, the delay was reduced by 1 s for each trial to a minimum
of 3 s. The reward delay for long forced-choice trials was yoked to the
delay in free-choice trials during these blocks. In later blocks, we held the
delay preceding reward delivery constant (500 ms) while manipulating
the size of the expected reward (Fig. 1a, Blocks 3 and 4). The reward was
a 0.05 ml bolus of 10% sucrose solution. For big reward, an additional
bolus was delivered 500 ms after the first bolus. Atleast 60 trials per block
were collected for each neuron. Activity was analyzed only from sessions
during which all four trial blocks were collected.

Single-unit recording. Procedures were the same as described previ-
ously (Bryden et al., 2011). Wires were screened for activity daily; if no
activity was detected, the rat was removed, and the electrode assembly
was advanced 40 or 80 wm. Otherwise, active wires were selected to be
recorded, a session was conducted, and the electrode was advanced at the
end of the session. Neural activity was recorded using two identical
Plexon Multichannel Acquisition Processor systems interfaced with odor
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discrimination training chambers. Signals from the electrode wires were
amplified 20X by an op-amp headstage (HST/8050-G20-GR, Plexon
Inc), located on the electrode array. Immediately outside the training
chamber, the signals were passed through a differential preamplifier
(PBX2/16sp-r-G50/16fp-G50, Plexon Inc) where the single-unit signals
were amplified 50X and filtered at 150—-9000 Hz. The single-unit signals
were then sent to the Multichannel Acquisition Processor box where
they were further filtered at 250—8000 Hz, digitized at 40 kHz, and am-
plified at 1-32X. Waveforms (>2.5:1 signal-to-noise ratio) were ex-
tracted from active channels and recorded to disk by an associated
workstation with event timestamps from the behavior computer. Wave-
forms were not inverted before data analysis.

Data analysis. Units were sorted using Offline Sorter software from
Plexon Inc using a template-matching algorithm. Sorted files were then
processed in Neuroexplorer to extract unit timestamps and relevant
event markers. These data were subsequently analyzed in Matlab (Math-
works). Task-related neural firing was examined over an analysis epoch
that started with the onset of the odor and ended when the rat made its
behavioral response. We determined whether activity was significantly
increased during early learning versus late learning by examining the first
and last 10 trials in the last three blocks. Activity was examined on the
trials after trials in which a reward was either of high value (large reward
or short delay) or low value (small reward or long delay). Trials after a
high- and low-value reward will be referred to as “upshifts” and “down-
shifts,” respectively. Wilcoxon tests were used to measure significant
shifts from zero in distribution plots (p < 0.05). The t test or ANOVA was
used to measure within-cell differences in firing rate (p < 0.05).

Results

Neurons were recorded in the behavioral task illustrated in Figure
la. On each trial, rats responded to one of two adjacent wells after
sampling an odor at a central port (Fig. 1a). Rats were trained to
respond to three different odor cues: one odor that signaled re-
ward in the right well (forced-choice), a second odor that sig-
naled reward in the left well (forced-choice), and a third odor that
signaled reward at either well (free-choice). Across blocks of trials
in each recording session, we manipulated either the length of
the delay preceding reward delivery (Fig. 1a, Blocks 1 and 2) or
the size of the reward (Fig. la, Blocks 3 and 4). Thus, at the
start of different blocks of trials, we manipulated the timing or
size of the reward in a particular reward well, thereby increas-
ing (Fig. la, Blocks 2%h 3¢ and 4%8) or decreasing (Fig. 14,
Blocks 2'° and 4°™) its value unexpectedly. As reported in
several previous studies, rats changed their behavior across
these training blocks, choosing the higher value reward more
often on free-choice trials (Fig. 1) and were more accurate
(Fig. 1¢) and faster (Fig. 1d) on forced-choice trials for high-
value (short and big) than on low-value (long and small) trials
(t test; £}, values > 8; p values < 0.0001).

Rats also exhibited behavioral changes in attention due to
unexpected changes in reward value. Rats approached the odor
port more quickly on trials after block changes. This is illustrated
in Figure 1e by plotting the average light-on latency (house light
on to odor port entry) for the first and last 10 trials in each
block during which reward contingencies changed unexpect-
edly. Rats oriented to the odor port faster during the first 10
trials after both upshifts and downshifts in value ( test; £,
values > 8.0; p values < 0.05).

Latency to approach the odor port precedes any knowledge of
the upcoming reward, thus this measure cannot reflect the value
of the reward on the upcoming trial. It also cannot reflect a gen-
eral reduction in motivation over the course of the session be-
cause latencies were also significantly faster on early trials than on
trials (10 trials) that immediately preceded them (¢,,,, values >
9.1; p values < 0.05). Faster odor-port approach latencies are
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Task, behavior, and recording sites. a, The sequence of events in each trial block. At the beginning of each recording session, one well was arbitrarily designated as short (a short 500

ms delay before reward) and the other was designated as long (a relatively long 1-7 s delay before reward) (Block 1). After the first block of trials (~ 60 trials), the wells unexpectedly reversed reward
contingencies (Block 2). With the transition to block 3, the delays to reward were held constant across wells (500 ms), but the size of the reward was manipulated. The well designated as long during
the previous block now offered two fluid boli, whereas the opposite well offered one bolus. The reward stipulations again reversed in block 4. b, The impact of delay length (left) and reward size
(right) manipulations on choice behavior during free-choice trials. ¢, Behavioral reflections of value comparing percentage correct on forced-choice trials for short versus long delay (left) and big
versus small reward (right). d, Reaction times (odor offset to nose unpoke from odor port) on forced-choice trials (expressed in milliseconds) comparing short- versus long-delay trials and big- versus
small-reward trials. e, Light-on latency measurements (house light on to nose poke in odor port) comparing the first 10 trials versus the last 10 trials per block for upshifts (2°", 39, and 4°9) and
downshifts (2'°and 4°™). Sh, Short; bg, big; lo, long; sm, small. £, Location of recording sites. Gray dots mark the final electrode position and gray boxes mark the locations of recording sites. Asterisks
indicate planned comparisons revealing statistically significant differences (¢ test, p < 0.05). Error bars indicate SEMs. N = 4 rats.

thought to reflect error-driven increases in the processing of trial
events (e.g., cues, responses, and rewards) as rats accelerate the
reception of those events when expectancy errors need to be re-
solved (Calu et al., 2010; Roesch et al., 2010a,b). Such behavior
might be considered an investigatory reflex similar to what has

been shown to recover from habituation when learned contin-
gencies, which mirror theoretical changes in Pearce and Hall at-
tention (Kaye and Pearce, 1984; Pearce et al., 1988; Swan and
Pearce, 1988; Calu et al., 2010; Roesch et al., 2010a,b), are shifted.
Alternatively, this behavior might reflect re-engagement of in-



Bryden et al. e Learning Signals in Anterior Cingulate Cortex

strumental task performance when responding can no longer be
based on previous reward contingencies or stimulus—response
habits that might have developed over the course of the trial
block. Regardless of what function this behavior might reflect, it
was clear from this behavioral measure that rats were aware of
violations in reward contingencies.

Activity in ACC was correlated with changes in attention after
upshifts and downshifts in value

We recorded 111 ACC neurons in four rats across 54 sessions
during performance of the behavioral task. Recording sites are
illustrated in Figure 1f and were verified by histology. Thirty-
eight of the 111 ACC neurons significantly increased neural firing
during performance of the task (odor onset to fluid well entry)
relative to baseline (1.5 ms before nose poke) across all trial types
(t test, p < 0.05).

Many ACC neurons increased firing after unexpected upshifts
and downshifts in value. This is illustrated in Figure 2 for a single
neuron recorded from ACC. Activity was higher during the first
10 trials after rewards were unexpectedly delivered (Fig. la,
Blocks 2°", 3¢, and 4¢) or omitted (Fig. 1a, Blocks 2'° and 4°™)
compared with the last 10 trials in these blocks after contingen-
cies had been learned (Fig. 2, dark gray vs light gray). The heat
plot underneath examines the development of these signals over
the course of the first and last 10 trials. Importantly, changes in
firing did not occur on the first trial after the shift, but took
several trials to develop. The maximum firing that occurred after
value shifts, on average, was five to six trials after the switch
during these early trials (n = 38 cells; mean = 5.7; SD = 1.2).

These effects are further illustrated across the population of
task-related neurons. Figure 3a plots the average firing over time
for all 38 ACC neurons during the first 10 (early) and last 10 (late)
trials after upshifts (Fig. 1a, Blocks 2*", 3¢, and 4°%) and down-
shifts (Fig. 1a, Blocks 2'° and 4°™) in value. Average activity for
the early trials was stronger during the entire trial and was most
prominent before and during presentation of odor cues (Fig. 3a).

To quantify this effect, for each neuron we computed the av-
erage firing from odor onset to fluid well entry separately for the
first and last 10 trials after upshifts and downshifts in value. Fig-
ure 3b plots the distributions of difference scores between firing
in early and late trials after upshifts and downshifts for each neu-
ron. Both distributions were significantly shifted in the positive
direction indicating that activity was stronger on trials after shifts
in value compared with after learning (u values > 0.7; p values <
0.01, Wilcoxon test). Finally, there was a positive correlation be-
tween the two distributions, indicating that neurons that tended
to fire more strongly after upshifts tended to fire more strongly
after downshifts in value (Fig. 3¢) (p < 0.05; r* = 0.23). Thus,
activity was significantly stronger after both upshifts and down-
shifts in value, and these effects tended to occur in the same
neurons.

Next, we asked whether activity in ACC observed after shifts in
value was correlated to our behavioral measure of attention. As
described above, rats increased attention after block changes as
measured by how quickly they oriented to the odor port upon
illumination of the house lights. Rats were faster to respond to the
house light when reward contingencies changed at the start of
trial blocks compared with later in trial blocks (Fig. le). The
difference between light-on latencies during the first and last 10
trials is plotted against the changes in firing that occur on these
trials (Fig. 3d). Changes in firing were negatively correlated with
light-on latencies, indicating that when activity was higher, be-
havioral measures of attention were more intense (p < 0.005;
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Figure 2.  Single-cell example. a, b, Histogram represents firing of one neuron during the
first 10 (dark gray) and last 10 (light gray) trials after upshifts and downshifts in value aligned on
odor onset. ¢, Heat plot shows the average firing, of the same neuron, across shifts during the
first and last 10 trials after reward contingencies change.

r? = 0.24). Note that this correlation was not a result of a gradual
decline in activity or latencies that might have occurred over the
course of each recording session. The correlation was still present
and significant when the last 10 trials for each comparison were
taken from the previous block of trials (p < 0.005; r> = 0.20).
Increased firing after reward prediction errors was also pres-
ent before odor onset (Fig. 3a). As above, this was quantified by
examining distributions of differences between early and late tri-
als at the population level and by asking whether the difference
between early and late trials was significant at the single-cell level
( test, p < 0.05). Activity was analyzed during an epoch that
encompassed house light onset to odor onset. At the population
level, both distributions were shifted in the positive direction
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indicating higher firing during early trials
(upshifts: w = 0.1039; p < 0.0001; down-
shifts: w = 0.612; p = 0.1190, Wilcoxon
test). Upshift and downshift distributions
were not significantly different from each
other (Wilcoxon test, p = 0.1372). The
counts of neurons exhibiting significantly
higher firing on early versus late trials
were in the significant majority for up-
shifts (16% vs 0%) but did not reach sig-
nificance for downshifts (11% vs 5%);
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determine whether we also see activity re-

lated to detection of errors, we asked how
many neurons increased firing after the
first indication that an error had occurred
(1 s following well entry) relative to base-
line (1.5 s before nose poke; ¢ test, p <
0.05). Errors were defined as breaking the
photobeam in the well opposite to that
signaled by the forced-choice odor. Incor-
rect responses immediately turned off the
house light, indicating that an error had
occurred. Sixteen neurons (15%) fired
more strongly after this event relative to baseline (baseline = 1.5
before nose poke; ¢t test, p < 0.05). The average activity of these
neurons is illustrated in Figure 4a, which plots firing during cor-
rect and incorrect forced-choice trials. Activity is aligned on well
entry and is higher after an errant response had occurred. To
quantify this effect, we computed an index contrasting activity 1 s
after well entry for error and correct trials [(error — correct)/
(error + correct)]. This distribution (Fig. 4b) was significantly
shifted in the positive direction, indicating higher firing after
incorrect responses on forced-choice trials (u = 0.09; p < 0.05,
Wilcoxon test). Thus, results from the present study are consis-
tent with what has been described previously in humans, rats, and
primates, in that activity in ACC signals errors of commission
during performance of our task.

More recent reports have shown that ACC also signals errors
in reward prediction similar to what we have described previ-
ously in ABL (Roesch et al., 2010a; Hayden et al., 2011). The
above analysis examined the propensity for ACC to detect errors
on trials after violations of expectancies. Here we examined ac-
tivity during the actual delivery and omission of reward to deter-
mine whether ACC also signals reward prediction errors at the
time of the violation. The following analysis is the same as previ-
ously performed in ABL (Roesch et al., 2010a). Neurons were first
characterized as reward-responsive by comparing activity 1 s af-
ter reward delivery to baseline ( test, p < 0.05). Of the 111 neu-
rons, 15 (14%) showed significant increases in activity at the time
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Activity of ACCneurons fire more strongly after upshifts and downshifts and was correlated with attention. a, Average
normalized neural activity for all 38 task-related neurons (odor onset to fluid well entry) comparing the first 10 trials in all blocks
(early, solid black) to the last 10 trials in all blocks (late, dashed gray). b, Distribution reflecting the difference in task-related firing
rate between early and late in a trial block (early — late)/(early + late) following either upshifts (top) or downshifts (bottom).
Black bars represent the number of neurons that showed a significant difference between these responses (¢ test, p << 0.05). ¢,
Correlation of firing rate changes between early and late trials after downshifts ( y-axis) and upshifts (x-axis). d, Correlation
between light-on latency (house light on until nose poke; y-axis) and firing rate (x-axis) either early or late within a block [(early —
late)/(early + late)]. N = 4rats.

of reward delivery. Next, for each of these neurons, we compared
activity (1 s after reward delivery or omission) during the first and
last 10 trials after unexpected shifts in value. The distribution of
indices representing the contrast between early and late trials
[(early — late)/(early + late)] for both upshifts and downshifts is
illustrated in Figure 4c. As in ABL, both distributions were shifted
in the positive direction (upshift: u = 0.13; p < 0.05; downshift:
w = 0.13; p = 0.119, Wilcoxon test) and were positively corre-
lated with each other (p < 0.01; 7> = 0.58). Thus, as described
previously for rat ABL and primate ACC, single cells in rat ACC
reflected violations in reward prediction, regardless of valence.

ACC activity reflects expected reward size but not expected
delay to reward

Finally, we asked whether activity in ACC might encode predic-
tive value during odor sampling as reported during presentation
of reward-predicting cues in previous studies (Oliveira et al.,
2007; Sallet et al., 2007; Kennerley and Wallis, 2009; Kennerley et
al., 2009; Hillman and Bilkey, 2010). Multiple reports suggest that
ACC encodes several factors related to the value of expected re-
ward, but none have tested the impact of time-discounted reward
on firing in ACC. We found that activity in ACC represented
expected reward size, but not delay. This is illustrated in Figure
5a, which plots the average firing rate over all task-related neu-
rons (n = 38) aligned on odor onset. The first 10 trials of each
block were excluded from this analysis so that activity could be
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errors (black) and correct forced-choice trials (gray). b, Distribution reflecting the difference in activity between forced-choice errors and forced-choice correct trials [(error — correct) /(error +
correct)]. Black bars represent the number of neurons that showed a significant difference between these responses (t test, p < 0.05). ¢, Distributions compare neural activity in early trials and late
trials within blocks (early — late)/(early + late) for trials after upshifts (top) and downshifts (right) for all reward-response cells (n = 15). Black bars represent the number of neurons that showed
a significant difference between these responses (t test, p << 0.05). Scatter plot (center) marks the correlation between the two distributions. N = 4 rats.

examined after learning. Activity appeared higher during odor
presentation when the odor cue predicted the large reward rela-
tive to the small reward, but did not appear to be significantly
stronger on short-delay compared with long-delay trials. To
quantify this across the population, we computed the average
firing rate for each neuron, starting 100 ms after odor onset and
ending at well entry for each of the four trial types: big, short,
small, and long. We then contrasted activity during short-delay
trials against long-delay trials [(short — long)/(short + long)]
and contrasted activity during large-reward trials against small-
reward trials [(big — small)/(big + small)]. These distributions
are plotted in Figure 5, b and c. Distributions examining the
difference between differently sized rewards were significantly
shifted in the positive direction, indicating higher firing for large
versus small reward trials (Fig. 5¢) (u = 0.06; p < 0.05, Wilcoxon
test). The distribution examining differences between differently
delayed rewards was not significantly shifted (Fig. 5b) (n = 0.04;
p = 0.46, Wilcoxon test). Thus, activity during the cue until the
completion of the behavioral response reflects the size of the
reward expected at the end of the trial but was not significantly
modulated by the delay the rats anticipated that they would have
to wait before receiving reward even though both short-delay and
large-reward trials were preferred over long-delay and small-
reward trials, respectively (Fig. 1b—d).

Discussion

When outcomes of behavior are uncertain, attention for learning
signals, theorized by Pearce and Hall (1980), are thought to focus
neural processing on events that predict those outcomes so learn-
ing can occur. According to this idea, the attention that an envi-

ronmental event receives is equal to the average of the unsigned
prediction error generated across the past few trials, such that
attention on the current trial reflects attention on the prior trial
plus the absolute value of the summed error in outcome predic-
tion. Here we show that activity in ACC reflects such unsigned
changes in attention. Activity was elevated on behavioral trials
after both upshifts and downshifts, was correlated with behav-
ioral measures of attention, and took several trials to develop. We
also observed changes in firing consistent with previous reports,
suggesting that ACC signals errors of commission, reward pre-
diction errors, and reward predictions.

Error detection, prediction errors, and feedback

Much of the research related to elucidating the function of ACC
has focused on error detection (Ito et al., 2003; Amiez et al., 2005;
Quilodran et al., 2008; Rushworth and Behrens, 2008; Totah et
al., 2009). Most of these studies report increases in ACC activity
immediately after errors, defined as incorrect responding. More
recent work has suggested that ACC does not simply detect er-
rors, but is also important for signaling positive feedback (Ken-
nerley et al., 2006; Oliveira et al., 2007; Rothé et al., 2011). Still
others suggest that ACC’s role in trial feedback might reflect some
sort of prediction error encoding similar to what has been de-
scribed for midbrain dopamine neurons and ABL (Roesch et al.,
2010b).

We have previously used the task described in this article to
dissociate signed and unsigned prediction error signaling in VTA
dopamine neurons and ABL, respectively (Roesch et al., 2007,
2010a,b). Prediction error signals in ABL differed from VTA in
that activity was not inhibited when delivered rewards were worse
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Figure5. ACCencodes expected reward size, but not delay (n = 38).a, Curves representing
population firing (aligned on odor onset) for expected big reward (thick black), small reward
(thick gray), short delay (thin black), and long delay (dashed gray). The first 10 trials of each
block were excluded from this analysis so that activity could be examined after learning. Note
that reward delivery occurs ~1.5 s after odor onset for short-, big-, and small-reward trials.
Reward on long-delay trials occurs ~1.5—8.5 s after odor onset, thus comparisons between
long-delay trials and the other three trial types should not be made later during the trial. b, ¢,
Distributions reflecting the difference in neural activity (100 ms after odor onset to well entry)
between shortand long [(short — long)/(short + long)] and big and small [(big — small)/(big
+ small)], respectively. Black bars represent the number of neurons that showed a significant
difference between these responses (t test, p << 0.05). N = 4 rats.

than expected and that prediction error signals in ABL did not
detect errors upon the first violation, but took several trials to
develop. Similar findings have been described in primate ACC
(Hayden et al., 2011).

We add to these findings in that, in our task, rats actually
learned from reward prediction error signals and adjusted subse-
quent behavior accordingly. Here, during learning trials, activity
in ACC was high and was correlated with the level of attention
dedicated to events during those trials as rats learned new con-
tingencies. Our results suggest that activity in ACC does not just
signal reward prediction errors, but also signals the need for in-
creased attention on subsequent trials so that learning can occur.

Attention and conflict monitoring

Another focus of ACC research, different, but not entirely unre-
lated to error-related function, is the examination of ACC’s role
in “monitoring conflict” between two competing responses. Such
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competition requires increased attention so that participants can
override an automatic response to perform the task-imposed ap-
propriate one. Activity in ACC has been shown to be positively
correlated with the degree of conflict in a number of different
tasks (Pardo et al., 1990; Badgaiyan and Posner, 1998; Carter et
al., 1998; Botvinick et al., 2001; Braver et al., 2001; Paus, 2001; van
Veen et al., 2001; De Martino et al., 2006; Magno et al., 2006).

In light of these results, it could be argued that increases in
ACC activity observed after shifts in value in our task might re-
flect response conflict. That is, rats were trying to override their
habitual response of responding in the direction that previously
produced the better reward to perform the block appropriate
one, which is to respond in the opposite direction. One problem
with this interpretation is that if ACC’s job is to monitor conflict,
it should do so for all conflicting situations. For example, we
would expect increases in activity on forced-choice trials toward
low-value reward. Under these conditions, conflict is created be-
tween making the habitual response of going toward the well with
the better reward and following the task-appropriate rule, which
is to move in the opposite direction (i.e., toward the low-value
fluid well). Low-value forced-choice trials did not induce ACC
neurons to fire more strongly, suggesting that ACC does not
appear to be monitoring conflict during performance of this task,
as suggested by several other single-unit recording studies (Ito et
al., 2003; Nakamura et al., 2005; Brown and Braver, 2008; Quilo-
dran et al., 2008; Hayden et al., 2011).

Recent theoretical work suggests that error detection, reward
prediction errors, and conflict monitoring might reflect the same
underlying process (Alexander and Brown, 2011). This work
considers these signals to be part of a generalized surprise/atten-
tion system. In each of these cases, activity in ACC might reflect
unexpected nonoccurrence of an expected outcome. That is, ac-
tivity related to errors might reflect comparison of actual versus
expected outcomes, and activity related to conflict might repre-
sent differences between possible responses and their outcomes
or the unexpected resulting conflict that arises when predictions
do not match actual outcomes. Our work is consistent with this
theory, demonstrating that ACC is active after errors of commis-
sion and reward prediction errors, and during the initiation of
trials after reward contingencies change unexpectedly.

Finally, several studies have suggested that ACC activity is
particularly high during general arousal or attention (MacDon-
ald et al., 2000; Paus, 2001; Brown and Braver, 2005; Totah et al.,
2009). Our results are more in line with these results; however,
the signals described in our study cannot be adequately explained
by generic changes in attention because not all attention-
grabbing events impacted ACC activity in our task. Activity was
not elevated for cues that predicted a more immediate reward
even though they induced faster reaction times and more accu-
rate task performance.

Reward prediction signals
In addition to encoding prediction errors, ACC also appears to
encode reward predictions. It has been reported that activity dur-
ing presentation of conditioned stimuli is modulated by the re-
ward it predicts (Shidara and Richmond, 2002; Amiez et al., 2006;
Kennerley et al., 2009; Hayden and Platt, 2010; Hillman and
Bilkey, 2010; Rushworth et al., 2011). In fact, ACC appears to be
able to encode several factors that impact the value of expected
outcomes (Kennerley and Wallis, 2009).

Consistent with this work, we show that activity in rat ACC
was modulated by expected reward size. Interestingly though,
activity in ACC was not influenced by manipulations of delay
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even though rats showed a clear subjective preference for cues
that predicted the more immediate reward. At first glance, this
seemed very surprising to us because most brain areas in the
circuit that includes ACC have been shown to encode reward
delays (Roesch et al., 2006, 2007, 2009, 2010a,b; Stalnaker et al.,
2010). Further, primate work has clearly suggested that ACC in-
corporates many different aspects of value into its firing. How-
ever, this result does fit well with several papers that have
suggested that ACC might not account for delays the same as it
does other variables, such as effort, when computing the value of
predicted rewards (Rushworth et al., 2004, 2007; Walton et al.,
2004, 2006, 2007; Rudebeck et al., 2008). Specifically, it has been
shown that rats with lesions of ACC are impaired on effort- but
not delay-discounting tasks (Rudebeck et al., 2006), suggesting a
critical role for ACC in signaling how much effort, but not time,
is required to achieve reward.

In conclusion, proposed functions of ACC have included con-
flict monitoring, error detection, reward prediction error signal-
ing, reinforcement learning, action-outcome encoding and effort
discounting. Recently published theoretical work has tried to tie
together these seemly disparate ACC signals as one generalized
Pearce-Hall-like surprise signal (Alexander and Brown, 2011).
This theory is built on the premise that activity in ACC has been
shown to be involved in representing expectations about actions
and in detecting surprising outcomes. This model predicts that
activity in ACC represents learned predictions about the possible
outcomes of actions and that activity should be maximal when
those expected outcomes fail to occur. The purpose of this signal
is to provide a training signal so that action-outcome predictions
are updated when expectations are violated.

Here we show that activity patterns observed in rat ACC dur-
ing learning are consistent with these predictions. Activity was
high during trials after violations of reward expectations, regard-
less of valence. Activity in ACC also detected errors of commis-
sion and reward prediction, and signaled when the expected
reward was to be large. These data suggest that ACC is important
for marshaling neural resources so that animals can learn when
reward contingencies change. This signal is similar to that de-
scribed previously in ABL, reporting unsigned prediction errors
that develop over several trials, but differed in that activity was
increased before and during trial events. Detection of prediction
errors and the subsequent changes in attention critical for learn-
ing might be dependent on the ABL-ACC circuit.
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