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Abstract
The goal of systems biology is to access and integrate information about the parts (e.g., genes,
proteins, cells) of a biological system with a view to computing and predicting the behavior of the
system. The past decade haswitnessed technological revolutions in the capacity to make high
throughput measurements about the behavior of genes, proteins, and cells. Such technologies are
widely used in biological research and in medicine, such as toward prognosis and therapy response
prediction in cancer patients. More recently, systems biology is being applied to vaccinology, with
the goal of: (1) understanding the mechanisms by which vaccines stimulate protective immunity,
and (2) predicting the immunogenicity or efficacy of vaccines. Here, we review the recent
advances in this area, and highlight the biological and computational challenges posed.

INTRODUCTION
The primary goal of vaccination is to confer long-term protection in populations susceptible
to infection and disease. Despite their tremendous success, most vaccines were designed
empirically, with limited understanding of the immunological mechanisms by which they
mediate protection.1 Unfortunately, such approaches have been less successful with respect
to vaccine development against global pandemics such as HIV, malaria, and tuberculosis. A
lack of understanding of the relevant correlates of protection against such pathogens, as well
as the unique mechanisms by which they have evolved to evade host immunity, pose
formidable challenges to vaccine development.2

Recent advances in nanotechnology, robotics, optics, and electronics have revolutionized the
way scientists study the molecules of living organisms. High-throughput techniques
commonly used by many laboratories can now assess entire genomes, sets of transcripts
(transcriptome), proteins (proteome), and metabolites (metabolome) of cells and tissues.
Systems biology utilizes and integrates the large amount of data generated by these
techniques in order to describe the complex interactions between all parts of a biological
system, with the ultimate goal of predicting the behavior of the system.3,4 The application of
systems biology to vaccinology could potentially fill many fundamental gaps in our
knowledge concerning the mechanisms of action of the current successful vaccines, as well
as enable the rational design and testing of novel vaccines.5 Here, we review the emerging
field of systems vaccinology and describe key bioinformatic analyses as well as
computational and biological challenges that permeate this new field.
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SYSTEMS VACCINOLOGY
Much has been learned about vaccines using conventional immunology and reductionistic
methods such as cellular and molecular biology. Though these methods are invaluable, they
have limited power when it comes to analyzing many features of a system in parallel.
Instead, they focus on parts (i.e., specific cell subsets, proteins or genes) of the immune
system. Systems biology approaches, however, can characterize complex vaccine responses
by analyzing the system as a whole. These approaches include a wide range of technologies,
such as DNA microarrays,6–9 modern mass spectrometry,10–12 antibody microarrays,13,14

and pathogen proteome microarrays15 (Figure 1).

Systems vaccinology has recently emerged as an interdisciplinary field that combines
systems-wide measurements, networks and predictive modeling in the context of
vaccinology.5 It aggregates the key properties of systems biology,3,4 which are: perturbation
of the system (e.g., vaccine administration), monitoring responses at the systems level (e.g.,
blood transcriptomics, serum proteomics or metabolomics), data integration, network
modeling and development of predictive rules that describe the system’s response to
individual perturbations (e.g., prediction of vaccine responses). Therefore, its application
does not rely simply on data collection from high-throughput techniques, but also on the
integration of different types of data (Figure 1) in order to generate hypotheses and new
insights that may explain the mechanism of vaccines.

Two major goals of systems vaccinology can be reached using microarray data from vaccine
studies. Identifying genes and pathways whose expression is significantly altered in most of
the vaccinees provides the immunological ‘flavor’ of the host response to the vaccine, and
may help to unravel the molecular mechanisms of action of such vaccines. The second goal
tries to identify signatures that correlate or predict various measurements of vaccine
immunogenicity and or protection. This is especially relevant in situations where
vaccination induces suboptimal immunity in certain populations, such as the elderly or
immunocompromised individuals. In such cases, it is important to prospectively identify
individuals in whom the vaccination did not confer protective immunity, and who are thus
likely to be at risk of infection. In addition, the ability to prospectively predict vaccine
efficacy would be useful in rapidly evaluating immunogenicity of vaccines in clinical trials.

YELLOW FEVER VACCINE AS A PROOF OF CONCEPT
The first examples of the application of systems biology to understanding vaccine induced
immune responses came from studies with the yellow fever vaccine YF-17D, one of the
most successful vaccines ever developed.16 YF-17D is a live-attenuated virus vaccine which
is known to confer over 90% efficacy and with which a single dose confers protection for up
to 40 years.16 Neutralizing antibodies are the primary correlate of protection against
infection with yellow fever virus,17 but recent evidence shows that CD8+ cytotoxic T cells
may also play an important role in this protection.18 Using mouse model and in vitro
experiments, we showed that YF-17D activates multiple Toll-like receptors (TLR2, 7, 8, and
9) in dendritic cells to elicit innate and adaptive immune responses.19 To further explore on
a systems level the mechanisms by which YF-17D induces protective immunity, we6 and
others7 have independently applied systems biology approaches to profile the blood of
subjects vaccinated with YF-17D. Although different microarray platforms were used by
each laboratory, the gene expression signatures induced by YF-17D were largely consistent
between both studies. A prominent antiviral response, activated type I interferon pathway,
was manifested during the two weeks following vaccination.6,7 Genes involved in the
complement pathway and inflammasome were also induced, as were a broad spectrum of
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regulatory genes involved in innate sensing, including TLR7, RIG-I, MDA5, and LGP2, and
signaling, such as JUN, STAT1, IRF7, and RNF36.

One additional goal of our study was to identify early gene expression signatures that predict
adaptive immune outcomes (neutralizing antibody and CD8+ T cell responses). Principal
component analysis of 839 genes whose expression correlated with CD8+ T cell responses
divided the subjects of the first YF17D vaccine trial into two groups: a low responder group
comprised of subjects with less than 3% activated CD38+ HLA-DR+ CD8+ T cells after
immunization, and a high responder group, comprised of those with 3% or more activated
cells.6 The challenge was then to identify which of these genes, if any, could also correctly
classify a second and independent YF17D vaccine trial. Two different classification
methods were tested using the first trial as a training set and the second trial as a validation
set. Classification to the nearest centroid, ClaNC20 and discriminant analysis via mixed
integer programming, DAMIP,21 correctly classified 80 and 90% of the vaccinees,
respectively. However, DAMIP program achieved this precision using gene sets comprised
of a few genes (the so called ‘predictive rules’).6 DAMIP analysis was also performed to
predict B cell neutralizing antibody responses.

New mechanistic insights are emerging from these studies.6,7 A gene that ismost frequently
found in the predictive signatures of the CD8+ T cell response against YF-17D is EIF2AK4
(also known as GCN2). In response to certain types of cellular stresses (e.g. amino acid
starvation), GCN2 is phosphorylated and in turn phosphorylates eIF2a, which results in the
shutdown of housekeeping mRNA genes and the formation of stress granules.22–24 In fact, it
was observed that phosphorylation of eIF2a and formation of stress granules are induced by
YF-17D in human PBMC and baby hamster kidney cells.6 Furthermore, EIF2AK4 knockout
mice, when vaccinated with YF-17D, have impaired CD8+ T cell responses (Khan et al.,
manuscript in preparation). In the case of antibody responses, TNFRSF17, a key gene in the
signatures that predict the magnitude of the neutralizing antibody response, encodes for a
protein, (also known as BCMA), which is a member of the BAFF/BLyS family of receptors,
known to promote B cell survival and enhance responses to BCR and TLR signaling.25

Although further experiments are needed, our study suggests that this gene may play a
critical role in mounting antibody responses after YF17D and influenza immunizations.26

Overall, these results provide the first successful demonstration of how systems vaccinology
can predict vaccine immunogenicity and help bring about new biological insights regarding
the mechanism of vaccines.

Recently, our group has extended this approach to other types of vaccines, including the
inactivated seasonal influenza vaccine.26 Thus, we compared the global expression changes
that occur after vaccination with a live attenuated virus vaccine (LAIV) and the trivalent
inactivated virus vaccine (TIV).26 Like YF17D vaccine, LAIV induced a robust interferon
response in the blood of vaccinees, while TIV induced a plasma B cell response signature.
Since the immune responses induced by vaccination against seasonal influenza in adults are
recall responses, due to prior vaccination or infection, it was not clear that systems
biological approaches could result in the identification of molecular signatures that predict
recall responses. However, our work demonstrates that the approach was successful not only
in predicting recall responses, but also in providing new mechanistic insights about vaccine
induced immunity.26

GATHERING AND MINING THE DATA
Current high-throughput technologies allow scientists to measure the expression of all genes
transcribed by cells of the immune system during and after perturbation (e.g., vaccination or
infection). Highthroughput sequencing (RNA-seq)27 is a powerful approach capable of
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measuring the transcriptome of cells with great genome coverage. A typical RNA-Seq
experiment converts RNAs into a library of cDNAs, which, after sequencing adaptors are
added to each end of a cDNA fragment, are subjected to one of the deep sequencing
technologies. The copy number of initial RNA species can then be counted digitally.28 In
addition, sequence variations can be directly detected, opening up new opportunities in
immunology, where individual sequences are informative, for example, sequences of HLA,
TCR, and MHC classes. As the cost of deep sequencing is going down quickly, this
approach will potentially replace the hybridization based technologies such as DNA
microarrays. However, the costs of running samples from many vaccinees collected at
several time points are still prohibitive to most labs. For this reason, and due to the
flexibility and the availability of many easy-to-use analytical software and programs,
microarrays are still the preferable high-throughput screening tool for most systems
vaccinologists29 (Table 1). In Figure 2 we illustrate how microarray analyses can be applied
to study and predict vaccine responses.

Although microarray experiments can provide a valuable ‘snapshot’ of the transcriptional
levels of all genes inside the cells, the interactions among those genes cannot be captured if
microarrays were solely used to generate lists of genes or pathways associated to a
phenotypic class. It is precisely the functional relationships among genes and also among
proteins and metabolites that may help us to better understand biological processes and
cellular responses. Molecular network modeling aims to study the structure, function and
dynamics of these interactions,30 and may have a profound impact on data interpretation,
maximizing knowledge discovery if incorporated into study design.31–34

Transcriptomic Analyses at Genes and Pathways Levels
Reports of blood transcriptomics have offered important insights about the contribution of
genes and pathways in the immune response to vaccines.6–8 A central question in such
studies is: which genes change in expression after immunization? Although multiple ways of
answering this can be considered, the identification of differentially expressed genes
ultimately depends on several factors. It begins with an appropriate study design that takes
into account the sample size and the immune status of the vaccinees (i.e., age, overall health,
or treatments) as well as the immunogenicity of the vaccine. Next, the transcriptomic data
should be correctly normalized and processed (removing non-informative genes using
variance or expression filters to reduce noise in the analysis). Finally, the statistical method
and the degree of stringency applied will determine the list of genes that are affected by
vaccination. Changes in the expression of each gene can be tested individually using
univariate statistics such as t-test and ANOVA; however, as microarrays contain thousands
of genes, correction for multiple tests, for example, false discovery rate35,36 becomes
necessary. Using this approach we identified genes differentially expressed post-YF17D
vaccination.6 Ramilo et al. used nonparametric univariate Mann–Whitney test to rank genes
on the basis of their ability to discriminate patients with distinct acute infections.37 SAM,38

a popular software program in this field, borrows the variation between genes to assess the
overall sample variation, which is valuable for small sample sizes, but less important for
large ones.39

Next, gene set and pathway analyses can be performed to put results in a biological context
and even to gain statistical power. The goal is to evaluate the association of a phenotypic
class (before or after vaccination for example) with predefined gene sets, for example, genes
belonging to the same biochemical pathways or being co-expressed in previous
experiments.40 GSEA,41 DAVID (http://david.abcc.ncifcrf.gov/), and GS-SAM42 are able to
perform these analyses using different statistical tests or gene sets. Some of them utilize
gene sets curated and deposited in databases such as KEGG,43 Reactome,44 MsigDB,41

Gene Ontology,45 and Nature/NCI pathway database (http://pid.nci.nih.gov). Ingenuity
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Pathways Analysis (Ingenuity® Systems, www.ingenuity.com) was performed by us6 and
others7 to reveal the interacting network of many interferon and antiviral genes affected by
vaccination with YF-17D. Another example of gene set analysis is found in the study of
Vahey et al.8 Transcriptome analysis of blood from subjects before and after the last dose of
adjuvanted RTS, S malaria vaccine revealed 32 genes in the proteasome degradation
pathway associated with protection against challenge (which was determined by
experimental challenge with mosquito-borne Plasmodium falciparum malaria).8 These genes
were involved with the efficient processing of the MHC peptides, suggesting a potential role
of the vaccine in conferring major histocompatibility complex class 1–mediated protection.8

Another angle to be explored toward systems vaccinology consists of analyzing the
transcriptomic changes of blood leukocytes during chronic or acute infections. Very few
infection diseases, like measles, mumps, and rubella (MMR), are able to ‘act’ as a vaccine
and induce lifelong immunity. Despite this fact, transcriptomic studies have shown that most
pathogens induce changes in transcriptional networks commonly affected by vaccination
with live-attenuated strains.46–48 For example, the list of the 22 classifier genes up-regulated
in influenza A infected patients compared to those infected with bacteria, reported by
Ramilo et al.,37 contains nine genes (RSAD2, SPATS2L, IFI27, IFI44, OAS1, ISG15,
DDX60, XAF1, and MX1) whose expression is also altered in the blood of YF17D
vaccinees6 and 10 genes (IFI35, OAS1, BST2, MX1, SON, TRIM14, APOBEC3C, DDX60,
XAF1, and MLEC) whose expression is also altered by vaccination with the live attenuated
influenza vaccine.26 A more detailed analysis can be found by the work of Jenner and
Young.46 They compiled published transcriptional-profiling data involving 77 different
host–pathogen interactions and found that infection with some viruses results in a more
pronounced upregulation of the immune response compared with infection by attenuated
virus strains, perhaps explaining their pathogenic nature.46

Although extremely useful, gene set analyses still have intrinsic limitations.28 The definition
of gene sets in databases like Gene Ontology45 and KEGG43 is limited by human curation.
However, genes belonging to the same ontological category or pathway may not be
coregulated at the transcriptional level. Even if they are, the results will only emphasize the
wellestablished knowledge in a self perpetuating cycle. On the other hand, programs like
GSEA41 utilize gene sets defined as genes coregulated in specific experimental conditions
but fail to provide ‘meaningful’ canonical pathways. In any case, it is improbable that
predefined gene sets will capture all the molecular players related to a biological process or
function of specific cell populations in a given experiment. Careful statistical analysis alone
cannot replace human intuition in interpreting genome-wide expression data.

Machine Learning Tools for Predicting Immunogenicity and Efficacy
Microarray data sets can be used to generate predictive models of vaccine protection or
immunogenicity. In general, the MicroArray Quality Control (MAQC) consortium
recommends following 3 basic steps to generate such models: (1) appropriate study design
(e.g., sample size, adequate normalization, feature selection, and classification methods); (2)
internal validation (e.g., bootstrap or cross-validation); and (3) external validation by using
an independent and completely separated test set.49 Following these lines, gene expression
values can be directly compared to measurements of vaccine immunogenicity and or
protection using Pearson correlation or Spearman’s rank correlation coefficients. Once
signatures that correlate to vaccine immunogenicity are delineated, the next task is to
identify the minimum set of genes, or a network, that is capable of predicting the response to
the vaccine. Our group used DAMIP program21 to generate ‘predictive rules’ (sets of two or
three genes) that discriminate vaccinees with low and high neutralizing antibody or CD8+ T
cell responses.6 The accuracy of these predictive rules were at least 80%, as determined in
two independent vaccine trials.6 This accuracy level may be particularly relevant for when

Nakaya et al. Page 5

Wiley Interdiscip Rev Syst Biol Med. Author manuscript; available in PMC 2012 March 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



diseases are live-threatening such as Yellow Fever, or even influenza on
immunocompromised subjects.

Berry et al.50 have performed blood transcriptomic analyses on asymptomatic individuals
infected with Mycobacterium tuberculosis and have identified a 393 transcript signature,
containing many type I interferon signaling genes, which correlates with radiological extent
of tuberculosis disease. In this work, k-nearest neighbors (KNN) algorithm was used to
predict subjects with active TB compared to healthy and asymptomatic ones.50 Vahey et al.8
used PAM51 to predict the subjects immunized with malaria vaccine that would be protected
after challenge with the pathogen. Additional class predictionmethods applied to genome-
wide expression data include LDA,52 ClaNC,20 Support Vector Machines53 and Random
Forest.54 Some of these classification methods can be combined with feature selection to
identify the best set of genes that predict distinct phenotypic classes.

An extensive evaluation of microarray-based predictive models was recently performed by
MAQC consortium.49 Six microarray data sets separated in 13 preclinical and clinical
endpoints (e.g., breast cancer, lung or liver toxicity in rodents, neuroblastoma) were
analyzed by 36 independent teams to generate predictive models. Their major findings were
that the model performance depends largely on the endpoint; there are clear differences in
proficiency between teams, and that different approaches can generate models with similar
performance.49 These demonstrate that given similar data analysis expertise and approaches,
the endpoint, in our case the immune parameter induced by vaccination (e.g., correlate of
immunogenicity) will directly affect the performance of the models. Therefore, it is
expected that for some vaccines predictive models cannot be reliably generated.

Discovering Gene Networks in Immune Response
Signals are transformed into cellular responses through biomolecules that interact with each
other forming complex networks. Transcriptional regulatory networks are the circuits
leading to alterations of the expression level of genes. Analyzing the transcription factor
binding sites (TFBSs) in the promoters of target genes and correlations between expression
of regulator and target genes help us to infer how the transcriptional network is wired.55 Our
group analyzed the TFBSs in the promoter region of genes differentially expressed in the
blood of subjects vaccinated with Yellow Fever YF17D vaccine using TOUCAN
(http://homes.esat.kuleuven.be/~saerts/software/toucan.php).6 Interferon-stimulated
response element (ISRE), interferon regulatory factor 7 (IRF7) binding site and sterol
regulatory element–binding protein 1 (SREBF1) binding site were TFBSs found to have
statistically over-represented frequencies, which support the closely interacting network of
50 interferon and antiviral genes described in our paper.6

An elegant example of network modeling was performed by Amit et al.56 They have
reconstructed, in an unbiased way, the transcriptional networks involved in mouse dendritic
cell responses to five pathogen-derived components, including the adjuvant CpG, a synthetic
single-stranded DNA that binds to toll-like receptor 9. Additionally, a model that associated
regulators to their targets was constructed by knocking down the expression of most of
candidate regulators in combination with gene expression profiling.56 By systematically
perturbing the system and measuring its effect on the expression of gene targets, they found
that two key programs related to inflammatory response and antiviral response were
controlled by two corresponding regulatory arms, which were integrated into a core network
of 24 regulators that balance specific and shared responses through dominant activation and
cross-inhibition.56

Inflammation is an essential process of innate immune system. Litvak et al.57 investigated
the gene-regulatory networks that govern inflammatory responses using, as model
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macrophages stimulated by LPS, a Toll-like receptor 4 ligand known to induce
inflammatory cytokines such as IL-6 and TNF-α.58 By combining time course microarray
analysis, motif-scanning, chromatin immunoprecipitation experiments, and simulation
models, they identified a gene circuit, consisted of NF-kB, ATF3, and C/EBPδ that
discriminates between transient and persistent LPS-dependent stimulation. These findings
can help us to explain the molecular mechanism by which macrophages distinguish real
from perceived threats.

Andrea Califano’s lab has spearheaded a series of studies of reconstructing the networks in
B cell development and regulation, employing heavily the computational inference of
transcriptional regulation.59–61 In general, gene network reconstruction requires data of
adequate amount and resolution. This implies that for systems vaccinology, much has yet to
be learned through experimental models other than clinical vaccine trials.

Connecting the Networks by Interactome
Although a description of the component parts (mRNA, proteins, metabolites) represent a
first step, it is critical to understand the nature of the interactions between these parts, the so-
called interactome. Interactions between proteins can be identified by high-throughput
assays, such as yeast two-hybrid screens and co-affinity purification coupled to mass
spectrometry.62 Interactions between transcription factors and their respective target genes
can be determined by chromatin immunoprecipitation followed by microarray identification
(ChIP-chip) or sequencing (ChIP-seq).30 Finally, siRNA screening and data mining of
genome-wide experiments are effective strategies for mapping genetic networks.30 This
information offers a new opportunity to fill the gap between genotype and expression data,
and to discover new mechanisms beyond the canonical pathways.

A preliminary transcriptomic analysis of YF17D vaccination demonstrates how protein-
protein interaction data can be used to reveal ‘hidden’ components of gene networks
involved in immune responses (Figure 3). In general, highly stringent blood transcriptomic
analyses yield relatively few differentially expressed genes (red circles in Figure 3).
Although related to immune responses, this small number of genes may not be sufficient for
a proper gene network analysis. Molecular interactions obtained from the interactome data
can be used to fill in the gaps of gene networks (light brown circles in Figure 3). This
approach can reveal additional genes of interest, and may generate novel mechanistic
hypotheses.

Notwithstanding, it is important to mention that interactome data are largely incomplete and
full of false positive interactions.62 Additionally, true interactions found in one
physiological condition or cell type, may not be true for another biological context. Only
with more research we will be able to navigate through these caveats and maximize its
benefits.

CHALLENGES AND PERSPECTIVES
Systems vaccinology faces similar challenges as other systems biology fields in dealing with
the huge amount of information derived from high-throughput techniques and the
complexity of the system. It is estimated that the 3 billion base pair human genome contains
30,000 genes, of which due to post-transcriptional and post-translational modifications could
potentially generate, respectively, 180,000 mRNA molecules and 1,800,000 proteins.63

Added to this diversity, thousands noncoding RNAs (microRNAs, piRNAs, snoRNAs,
tRNAs, etc.) present in the human genome and the virtually infinite possible interactions
between these different types of features. Studying the dynamics of such complex system, at
any level (genes, proteins, metabolites, interactions) seems to be an extraordinarily daunting
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task. The challenge of systems biology challenge relies in extracting meaningful information
from this sea of data. Computers can be used to aid this process, and to integrate and
perform analyses and rigorous statistical tests in order to select relevant features (e.g.,
differentially expressed genes, predictors or networks). However, human knowledge and
experimental validation are extremely important factors in the meaningful interpretation of
results, and in the creation and validation of imaginative hypotheses. Figure 4 summarizes
some of the challenges faced by systems vaccinologists.

Human as a Model Organism
Host immunity is not only affected by genetics but also a rich immunological history in its
lifespan.64 Therefore, the magnitude of immune response conferred by vaccination depends
not only on its composition but also on the state of the host immune system. Previous
exposition to pathogens, history of vaccinations, immune senescence (i.e., the age of the
vaccinee), chronic or acute diseases and use of medication, in combination with the
frequently ‘noisy’ data inherent to high-throughput experiments, contribute to a very high
individual variation. Carefully designed systems vaccinology studies try to overcome this
intrinsic variation by imposing strict pre-requisites for the volunteers (age range, health
condition, prevaccination history); measuring immune parameters at baseline (i.e., before
vaccination) and by including the number of vaccinees required to meet a certain statistical
significance. Additionally, it is advisable to validate the results on an independently
collected set of subjects (e.g., volunteers from a different vaccine season).

Another important aspect of systems vaccinology is the ethical and technological limitations
of using human as a model. Systems biology studies aim to develop complex predictive and
testable models by performing iterative perturbation and monitoring responses at the
systems level. This can be relatively easy to achieve by using model organisms such as yeast
or sea urchin embryos. In the context of human studies, however, environmental and genetic
conditions cannot be controlled or manipulated. In such cases, once a signature is obtained
in a human model, subsequent iterative perturbations must be done in animal models
(including mice and monkeys). Alternatively, one could design a series of small human
trials, in which there is, within limits, variations on the initial perturbation (e.g., addition of
an adjuvant, switching the pathogen strain of a vaccine).

Integrating Multiple Data Types
Integration of multiple layers of information, derived from distinct ‘omics’ analyses
(genomics, transcriptomics, proteomics, etc.) provides a better understanding of the
functional principles and dynamics of cellular systems.65 Monitoring the levels of not only
genes but also proteins and metabolites on blood of vaccinees will therefore provide a bigger
picture of the intricate and complex mechanisms of vaccines. However, many technical,
computational and biological issues should still be overcome or accounted before
multi‘omics’ analyses generate discrete and testable biological hypotheses.65

Heterogeneity of the System
An additional layer of complexity can be applied to systems vaccinology. The immune
system itself is comprised by a myriad of cells that are phenotypically and functionally
distinct. Vaccination may induce changes in the frequencies of specific cell types and also in
the transcript abundance inside the cells. Blood transcriptomics will therefore measure
relative changes of both cellular and transcript abundance, making the results hard to
interpret.66 It has been attempted to deconvolute microarray signals to individual cell
types.67,68 However, cell types themselves are not unambiguously defined, and flow
cytometry data and microarray expression were shown to be poorly correlated.69
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Chaussabel et al.70 have used transcriptional modules formed by genes coordinately
expressed in multiple blood transcriptomic studies, to classify disease activity. As some of
these modules were enriched in genes transcribed by plasma B cells, cytotoxic T cells or
neutrophils, they could also be used to indicate changes in the frequencies of cell subsets in
the blood. We are using an alternative approach which consists in identifying genes that are
highly expressed in one specific cell type. Using a compendium of public microarray data,
we identified the gene signatures of most peripheral blood mononuclear cells (i.e.,
Monocytes, myeloid dendritic cells, plasmacytoid dendritic cells, B cells, T cells, and
Natural killer cells). We then compared these immune signatures to the genes identified in
our blood transcriptomics analysis in order to find significant enrichment of specific cell
types.26

Prediction of Vaccine Immunogenicity
The identification of well-defined correlates of protection is one of the biggest challenges of
vaccine development. For most vaccines, the humoral immunity is considered to be the
correlate of protection71; however, for other vaccines the magnitude of antibody titers may
not be the only, or even the best, correlate of protection.5 In such cases, one or more
components of the immune response (e.g., innate or antigen-specific T cell responses) may
represent correlates of protection or immunogenicity.

In our previous reviews, we proposed the development of a ‘vaccine chip’ for evaluating
vaccine efficacy.5,16 We postulated that vaccines with similar correlates of protection may
share similar molecular signatures. To be broadly useful, the vaccine chip should
accommodate predictors for different molecular signatures, each reflecting the different
arms of vaccine-induced immune responses (e.g., Th2 T cell responses or macrophage
activation).5 We envision that such a chip would be useful to rapid evaluate the strength,
type, duration, and quality of protective immune responses stimulated by many vaccines.5

Prediction of vaccine immunogenicity or protection is a promising application of systems
vaccinology. However, identification of reliable predictors will probably require extensive
validation in many clinical trials. Cancer genomics is a good example of our future
challenge. Hundreds of studies have used microarray data to predict cancer diagnosis or
progression; however, there is only one microarray-based test, approved by FDA, for
diagnosis and prognosis of breast cancer.72 Since experimental measurements are usually
taken at very specific and limited conditions, the robustness of predictors derived therein is a
primary concern.73

CONCLUSION
The application of systems biological methods to vaccinology is beginning to offer insights
about the mechanisms by which vaccines stimulate immune responses, and provide
strategies for predicting the immunogenicity of vaccines. However, major computational
and biological challenges remain to be addressed for the fruitful integration of systems
approaches to vaccinology. We hope that the coming decade will provide solutions to these
challenges.
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FIGURE 1.
The tool kit of Systems Vaccinologists. Low and high-throughput technologies that can be
used by systems vaccinologists to investigate the mechanisms of vaccines. Antibody
response, cytokine profiling, metabolome, and proteome of vaccinees can be assessed in the
blood plasma. T and B cell responses can be determined by flow cytometry and ELISPOT in
the fraction containing peripheral blood mononuclear cells. Different separation methods
can be used to collect from these cells the DNA, RNA, proteins, or metabolites which can be
screened by high-throughput techinologies, such as microarrays and mass spectrometry.
ELISA, enzyme-linked immunosorbent assay; ELISPOT, enzyme-linked immunosorbent
spot; HAI, haemagglutination inhibition; ChIP-seq, chromatin-immunoprecipitation
followed by high-throughput sequencing; ChIP-chip, chromatin-immunoprecipitation
followed by hybridization to microarrays; MPSS, Massively Parallel Signature Sequencing;
SNP, single-nucleotide polymorphism.
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FIGURE 2.
Identifying molecular signatures of vaccination. Multiple microarray analyses can be
performed to identify genes and pathways whose expression is modulated in response to
vaccination or to identify signatures that classify subjects based on their immune responses.
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FIGURE 3.
Yellow fever vaccine response network. Microarray analysis of blood of subjects before and
after YF17D vaccination generated a list of differentially expressed genes (labeled in red).
Genes were subsequently added to the network based on their interactions with those
differentially expressed genes and their connections in the interactome. Among these
additional genes, the yellow ones still have p-value < 0.05 in the transcriptomic analysis;
Genes in blue have no statistical significance in the transcriptomic analysis, but may be
required for gene regulation.
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FIGURE 4.
Challenges of systems vaccinology.
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TABLE 1

RNA Array Hybridization versus RNA-seq

DNA Array Hybridization RNA-seq

Platforms Affymetrix, Aglient, Illumina, Nimblegen (Roche), custom
arrays

Roche 454, Illumina Solexa, Life SOLiD, Helicos
BioSciences, Pacific Biosciences

Dynamic range1 Up to a few hundred fold >8000 fold

Required amount of RNA Low (RNA amplification) Low

Gene sequences required Yes No

Readout Analog hybridization signal Digital count, single base resolution

Cost Microarrays are dropping to the $100 range. High setup cost; cost can be split by tagged
multiplexing.

Infrastructure Microarray facilities are widely available New technologies in rapid development

1
On the basis of Wang et al.28
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