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Abstract
During mental imagery, visual representations can be evoked in the absence of “bottom-up”
sensory input. Prior studies have reported similar neural substrates for imagery and perception, but
studies of brain-damaged patients have revealed a double dissociation with some patients showing
preserved imagery in spite of impaired perception and others vice versa. Here, we used fMRI and
multi-voxel pattern analysis to investigate the specificity, distribution, and similarity of
information for individual seen and imagined objects to try and resolve this apparent contradiction.
In an event-related design, participants either viewed or imagined individual named object images
on which they had been trained prior to the scan. We found that the identity of both seen and
imagined objects could be decoded from the pattern of activity throughout the ventral visual
processing stream. Further, there was enough correspondence between imagery and perception to
allow discrimination of individual imagined objects based on the response during perception.
However, the distribution of object information across visual areas was strikingly different during
imagery and perception. While there was an obvious posterior-anterior gradient along the ventral
visual stream for seen objects, there was an opposite gradient for imagined objects. Moreover, the
structure of representations (i.e. the pattern of similarity between responses to all objects) was
more similar during imagery than perception in all regions along the visual stream. These results
suggest that while imagery and perception have similar neural substrates, they involve different
network dynamics, resolving the tension between previous imaging and neuropsychological
studies.
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Introduction
Our everyday visual perception reflects the interaction of externally driven “bottom-up”
sensory information and internally generated “top-down” signals, which guide interpretation
of sensory input (Hsieh et al., 2010; Kastner et al., 1998). However, even in the absence of
bottom-up signals it is still possible to generate internal visual representations using top-
down signals only, commonly referred to as mental imagery. Here we investigate the extent
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to which imagery shares the same neural substrate and mechanisms with perception in the
ventral visual pathway (Farah, 1999; Kosslyn et al., 2001; Pylyshyn, 2002).

Prior studies using psychophysics (Ishai and Sagi, 1995; Pearson et al., 2008; Winawer et
al., 2010), functional brain imaging (Ganis et al., 2004; Kosslyn et al., 1997) and intracranial
recordings (Kreiman et al., 2000) have suggested similar mechanisms for imagery and
perception. For example, the global pattern of brain activation in both imagery and
perception is remarkably similar (Ganis et al., 2004; Kosslyn et al., 1997). Further, imagery
can elicit category specific responses in high-level visual areas (Ishai et al., 2000; O’Craven
and Kanwisher, 2000; Reddy et al., 2010) and retinotopically specific activity in primary
visual cortex (Klein et al., 2004; Slotnick et al., 2005; Thirion et al., 2006) Finally, a recent
study reported that the identity of one of two possible imagined stimuli (‘X’ or ‘O’) could be
decoded from the pattern of response elicited by seeing those same stimuli in high-level
object-selective cortex, suggesting overlap in the representations evoked during imagery and
perception (Stokes et al., 2011; Stokes et al., 2009).

Yet, despite these similarities, imagery and perception are clearly distinct. Seeing and
imagining are very different phenomenologically, and studies of brain-damaged individuals
suggest that imagery and perception can be dissociated (Bartolomeo, 2002, 2008;
Behrmann, 2000). For example, the object agnosic patient CK who has damage in the
ventral visual pathway (Behrmann et al., 1994; Behrmann et al., 1992) is unable to
recognize objects but can reproduce detailed drawings from memory and has preserved
visual imagery. Conversely, deficits in visual imagery have been reported in the absence of
agnosia, low-level perceptual deficits or disruption of imagery in other modalities (Farah et
al., 1988; Moro et al., 2008). Thus, imagery and perception seem to share a neural substrate
but are nevertheless dissociable. Therefore the critical question is what differentiates the
utilization of the tissue by the two processes along the ventral visual pathway.

Here, we investigated the specificity (discrimination of objects), distribution (comparison of
visual areas from V1 to high-level visual cortex), and differences between visual
representations during perception and imagery of 10 individual real-world object images.
While most previous studies have used stimuli (e.g. Gabor filters) or comparisons (e.g.
category) tailored for specific regions of the ventral visual pathway, we ensured that
perceptual decoding was possible across the entire pathway, allowing a systematic
comparison of imagery and perception both within and across visual areas. We find that
while there are similarities in the representations of seen and imagined objects, allowing
decoding during imagery throughout the ventral pathway, there are critical differences. In
particular, the distribution of information from V1 to high-level visual cortex showed
opposite gradients. Further, the structure of representations (pattern of correlations between
object images) across visual areas was more similar during imagery than during perception.
Thus, while imagery and perception share at least some of the same neural substrate, they
engage distinct neural mechanisms and involve different network dynamics along the ventral
visual pathway, providing a potential resolution to the contradiction between prior imaging
and neuropsychological studies.

Material and methods
Participants

Eleven neurologically intact, right-handed participants (5 males, 6 females, age 25 ± 1
years) took part in this study (2 additional participants were excluded due to a failure to
localize early visual cortical regions). All participants provided written informed consent for
the procedure in accordance with protocols approved by the NIH institutional review board.
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Stimuli
We used ten images of common objects: bag, car, chair, clock, jet, lamp, necklace, pen,
umbrella and violin (Fig. 1A). These objects were chosen to differ widely in their
orientation, shape, and color, so that during perception there would be highly distinct
patterns of activity in retinotopic visual areas in addition to object-selective areas. Enabling
perceptual decoding in both retinotopic and object-selective cortex allows us to compare
directly these areas in perception and imagery. However, any decoding in object-selective
cortex may still reflect the retinotopic differences in the stimuli rather than high-level form
representations.

Pre-scan training
Prior to scanning, participants were familiarized with the ten object images and practiced
generating vivid mental images. This training was comprised of three separate phases. In the
first phase, participants practiced general mental imagery and scored the subjective
vividness of their mental images. Specifically, participants rated the vividness of mental
images about specific scenes or situations instructed by “The Vividness of Visual Imagery
Questionnaire” (VVIQ)(Cui et al., 2007; Marks, 1973). A rating of 1 indicated the most
perfect vivid image, as good as seeing the image, and 5 meant no image (only “know”). In
the second phase, participants were familiarized with the set of 10 object images (Fig. 1A).
Each object image was presented for 4 s, followed by three questions to encourage
participants to think about the visual details (color, shape, pattern, etc.) of the objects. For
example: “What kind of pattern is on the umbrella?”, “What color is the handle of the
umbrella?”, and “Which side is the handle facing?”. After the questions, there were two
further presentations of each of the object images. The final phase of the training session
was a practice of the experimental trials (blocked by imagery or perception) and consisted of
3 repetitions of a perception block and an imagery block. During the perception block,
participants were presented sequentially with each of the 10 object images combined with
auditory presentations of the object names at a rate of 1 image every 3 s in random order.
During the imagery block, participants were asked to imagine each of the 10 objects when
they heard the names of the object at a rate of 1 object imagery trial every 3 s in random
order.

fMRI Experiment
The main task consisted of six runs, each lasting 480 s. Each run involved two trial types,
perception and imagery, presented in a fully interleaved event-related fashion. Participants
were asked to maintain fixation on a central cross throughout each run. Mid-level gray
background was used for all presentations. On each trial, the white fixation cross first
changed color indicating either a perception trial (blue) or an imagery trial (red). After 500
ms, participants heard a 500 ms long recording of the spoken name of the object to be
presented or imagined on that trial. In the perception condition, the auditory cue was
immediately followed by a 2 s presentation of the object corresponding to the cue from
among the 10 objects seen during training. In the imagery condition, participants were
instructed to imagine for 2 s the specific image of the object given by the auditory cue when
they saw the red fixation cross. Each trial lasted 3s with a variable inter-trial interval of 3 –
13 s. During each run, every object occurred in 3 perception and 3 imagery trials, for a total
of 60 trials per run. The order of the conditions and objects were randomized and
counterbalanced across runs (Fig. 1B).

Localizer Design
Each participant completed two localizer scans. The first localizer was used to identify
object-selective regions of cortex. Participants viewed alternating 16 s blocks of grayscale
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object images and retinotopically matched scrambled images (Kourtzi and Kanwisher, 2000;
Kravitz et al., 2010). The resulting object-selective lateral occipital complex (LOC) was
divided into a posterior subdivision (lateral occipital; LO) and an anterior subdivision
(posterior fusiform, pFs) because it has been suggested that the lateral occipital complex
may be spatially and functionally segregated along an anterior-posterior axis (Grill-Spector
et al., 2001; Lerner et al., 2001)(Fig. 2). The second localizer was used to identify regions of
retinotopic early visual cortex (including V1, V2, V3, and V4) corresponding to the central
visual field where the object images were presented. Participants viewed alternating 16 s
blocks of a central disk (5 °), and an annulus (6 – 15 °). The identified region of central early
visual cortex was divided into V1 (posterior) and extrastriate (anterior) retinotopic cortex
(ES) using the method developed by Hinds and colleagues to identify V1 (Hinds et al.,
2008)(Fig. 2).

fMRI data acquisition
Participants were scanned on the 3T General Electric scanners at the fMRI facility on the
NIH campus in Bethesda. Images were acquired using an 8-channel head coil with an in-
plane resolution of 2 × 2 mm, and 19 2 mm slices (0.2 mm inter-slice gap, repetition time
[TR] = 2 s, echo time [TE] = 30 ms, matrix size = 96 × 96, field of view (FOV) = 192mm).
Given the small voxel size, we could only acquire partial volumes of the temporal and
occipital cortices. Our slices were oriented approximately parallel to the base of the
temporal lobe. Thus, our data did not include the parietal or temporal lobe or regions of the
auditory cortex. All functional localizer and main task runs were interleaved. During the
main task, fMRI BOLD signals were measured while participants either viewed or imagined
each of the 10 objects (Fig. 1).

fMRI Data Analysis
Data analysis was conducted using AFNI (http://afni.nimh.nih.gov/afni) with SUMA (AFNI
surface mapper) and custom MATLAB scripts. Data preprocessing included slice-time
correction, motion-correction, and smoothing (smoothing was performed only for the
localizer data, not the event-related data, with Gaussian blur of 5 mm full-width half-
maximum). To deconvolve the event-related responses, a standard general linear model
using the AFNI software package was conducted. We examined patterns of neural activity
within both early visual cortex (V1 and ES) and object-selective regions (LO and pFs).
Because the results were similar between the left and right hemisphere in all 4 regions-of-
interest (ROIs), we here collapsed across hemisphere. Within each of the ROIs, Multi-Voxel
Pattern Analysis (MVPA) was used to assess the stimulus information available in the
pattern of response.

To investigate discrimination of individual objects, we used the split-half correlation
analysis method as the standard measure of information (Chan et al., 2010; Haxby et al.,
2001; Kravitz et al., 2010; Reddy and Kanwisher, 2007; Williams et al., 2008). Briefly, the 6
event-related runs for each participant were divided into two halves (each containing 3 runs)
in all possible 10 ways. For each of the splits, we estimated the t-value between each
condition and baseline in each half of the data, and then extracted t-values from the voxels
within each ROI. Before calculating the correlations, the t-values were normalized
separately in each voxel for the perception and imagery conditions by subtracting the mean
value across all conditions (“cocktail blank”)(Haxby et al., 2001). This normalization was
performed separately for perception and imagery given the large difference in the magnitude
of response between these two different trial types. Specifically, the mean t-value across all
perception conditions was subtracted from of the t-value of each individual perception
condition, and similarly, the mean t-value across all imagery conditions was subtracted from
of the individual t-value for each imagery condition.
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Correlation coefficients (Pearson) were calculated by comparing the normalized t-values of
an object condition with the values of every other condition.

To compare the structure of representations across ROIs, we combined data from all 6 runs.
As with the split-half analysis, we subtracted the cocktail blank from all perception or
imagery conditions separately. This produced similarity matrices for both perceived and
imagined objects, which we then correlated within and across ROIs. Since this analysis was
conducted across all 6 runs, the diagonal values of the similarity matrix were not defined
and were thus excluded. For the correlation matrix between imagery and perception, we
averaged across both directions in which the imagery structure of a ROI was correlated with
the perception structure of the other ROI and in which the perception structure of the former
ROI was correlated with the imagery structure of the latter. The resulting correlations reflect
the similarity of the structure of representations for seen and imagined objects across ROIs.

We repeated our discrimination analyses for imagery and perception with multi-class
classification using a linear support vector machine (SVM) approach. In these
classifications, we used the LIBSVM package developed by Chang and Lin
(http://www.csie.ntu.edu.tw/~cjlin/libsvm/)(Cox and Savoy, 2003). We used a leave-one-
run-out procedure with 5 runs to train the classifiers, and one run to test the classifier,
iterating across all possible and training and test sets.

Multidimensional scaling (MDS) was performed based on the full matrix of imagery and
perception correlations with non-metric scaling. We first calculated the mean dissimilarity
matrix across participants, and then derived MDS plots. These MDS plots project the
dissimilarities between conditions into physical distances in two dimensions. Thus the
distance between any pair of conditions in each MDS plot represents the dissimilarity of
their response patterns.

To rule out any effect of ROI size in the pattern of results we observed, we also ran all
analyses with ROI size equated within each participant. Exactly the same pattern of results
was observed. Similarly, to control for any non-normality in the distribution of correlation
values we ran all correlation analyses using Fisher’s z′ transformed values. Again, there was
no effect on the pattern of results we report here.

Results
Prior to scanning, participants were trained (see Material and methods) to remember and
imagine the details of 10 full color object images (Fig. 1A). These object images were
chosen to be distinct both retinotopically and categorically, maximizing the potential
contribution of both early visual and object-selective cortex. The training required
participants to process and retain as much detail from the object images as possible, so that
their later imagery of the object images would be precise.

During scanning, participants were presented with fully interleaved perception and imagery
trials in an event-related design (Fig. 1B). Responses were examined in both retinotopic and
high-level ROIs, localized in independent scans (see Material and methods). The foveal
portion of retinotopic early visual cortex was divided into posterior (V1) and anterior
(extrastriate cortex, ES) regions using a probabilistic atlas of V1 location (Hinds et al., 2008)
in each participant. Object-selective cortex was divided into anterior (posterior fusiform
sulcus, pFs) and posterior (lateral occipital, LO) ROIs (Fig. 2).
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Response Magnitude
We first examined the average magnitude of response across all voxels and object conditions
within each ROI for the perception and imagery conditions. As expected, strong responses
were elicited in all ROIs during the perception conditions. During imagery, however,
responses, on average, were much smaller and only significantly greater than zero in ES
(Fig. 3). Further, while responses tended to be stronger in object-selective than retinotopic
regions during perception, the opposite pattern was observed during imagery. A three-way
ANOVA with Selectivity (retinotopic, object), Location (posterior, anterior), and Type
(perception, imagery) as factors revealed a highly significant main effect of Type (F1,10 =
146.211, p < 0.01) reflecting the stronger responses during perception. There was also a
significant interaction between Type and Selectivity (F1,10 = 6.759, p < 0.05), reflecting the
different profiles of responses during imagery and perception.

Perceptual Decoding
We next used MVPA to investigate the specificity of the neural representations during
perception for individual object images. Note that an absence of significant average
activation across an ROI (see above) does not preclude information in the fine-grain pattern
of response across the ROI (e.g. Williams et al., 2008). For each object we extracted the
pattern of response in each ROI in two independent halves of the data (see Material and
methods). Within- (e.g. chair-chair) and between-image (e.g. chair-clock) correlations were
extracted for each of the 10 object images. For each object, between-image correlations were
then averaged and subtracted from the within-image correlation to yield discrimination
indices (Fig. 4A; left panel)(Haxby et al., 2001; Kravitz et al., 2010). Though discrimination
indices were significantly greater than zero in all ROIs (one-sample planned t-tests, all p <
0.01), indicating significant decoding of object image identity, decoding was not equivalent
across ROIs. A two-way ANOVA with Selectivity and Location as factors yielded a highly
significant main effect of Selectivity (F1,10 = 68.784, p < 0.01), and also a main effect of
Location (F1,10 = 27.127, p < 0.01). This result reflects the fact that retinotopic regions
evidenced better perceptual decoding than object-selective regions, and that the posterior
was better than the anterior regions for both retinotopic and object-selective cortex.
Subsequent paired t-tests between ROIs revealed that discrimination in V1 was significantly
greater than discrimination in LO or pFs (all p < 0.001). Further, discrimination in ES was
significantly greater than discrimination in LO or pFs (all p < 0.01).

To replicate this result with another approach, we also performed multi-class classification
analysis using a support vector machine (SVM) (Fig. 4B). Consistent with the
discrimination indices, a series of one-sample t-tests revealed that performance was
significantly greater than chance in all ROIs (Fig. 4B; left panel; all p < 0.01) and a two-way
ANOVA yielded a main effect of Selectivity (F1,10 = 16.978, p < 0.01), but no main effect
of Location (F1,10 = 0.726, p > 0.41). A series of paired t-tests revealed that performance in
V1 was significantly higher than in LO or pFs (all p < 0.01), and performance in ES was
also higher than in LO or pFs (all p < 0.01).

Taken together, these results show that while both early visual (V1, ES) and object-selective
cortex (LO, pFs) contain information about the identity of seen objects, early visual cortex
has significantly more distinct representations for each perceived object image than object-
selective regions.

Imagery Decoding
We next investigated the specificity of the neural representations during imagery.
Discrimination indices (Fig. 4A; right panel) were significantly positive in the ES, LO, and
pFs (one-sample planned t-tests: ES, LO p < 0.05; pFs, p < 0.01) but not V1 (p = 0.11). A
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two-way ANOVA with Selectivity and Location as factors revealed no significant effect (all
F1,10 < 1.812, p > 0.20). SVM classifier performance showed a similar pattern, with weak
but significantly above chance discrimination of individual objects in object-selective and
ES cortex (Fig. 4B; right panel; one sample t-tests: ES, p < 0.05; LO, pFs, p < 0.01), but not
in V1 (p > 0.46). Thus, both discrimination indices and SVM classification demonstrate that
visual areas outside of V1 hold information about the identity of imagined objects.

To compare imagery and perception decoding we tested directly the differences in
discrimination indices. A three-way ANOVA with Selectivity, Location, and Type as factors
revealed a significant main effect of Type (F1,10 = 54.113, p < 0.01), reflecting the much
stronger discrimination during perception than imagery. There was also a significant
interaction between Type and Selectivity (F1,10 = 57.727, p < 0.01), reflecting the different
profiles of decoding during perception and imagery: a strong posterior-anterior gradient
during perception but no or even a reversed gradient during imagery. In fact, when the
ability of each ROI to decode imagined objects is considered relative to the decoding for
seen objects, the gradient from V1 to high-level visual cortex is even stronger (Fig. 5).
Whereas discrimination during imagery is roughly 40% of discrimination during perception
in object-selective regions, it is only 10% of discrimination during perception in retinotopic
regions. A two-way ANOVA with Selectivity and Location as factors revealed a significant
main effect of Selectivity (F1,10 = 7.251, p < 0.05) reflecting the greater relative imagery
decoding in object-selective compared with retinotopic cortex.

Overall, these results demonstrate that the patterns of response in visual cortical areas can be
used to decode the identity of both seen and imagined objects. Importantly however, the
distribution of information across visual areas during imagery differs significantly from that
observed during perception, suggesting that the relative roles of retinotopic and object-
selective cortex during imagery and perception are reversed.

Decoding between imagery and perception
To investigate the relationship between the responses observed during imagery and
perception, we first used MDS (see Material and methods) to qualitatively visualize the
relationship between perception and imagery representations (Fig. 6A) before conducting
more quantitative analyses of the relationship between imagery and perception (see below).

MDS takes into account the correlation between every pairing of object both within and
across imagery and perception. There are two interesting patterns that emerge from this
analysis. First, there is a general alignment between imagery (Fig. 6A; red backgrounds) and
perception (Fig. 6A; blue backgrounds) in all visual areas, although this tends to be stronger
in object-selective regions. For example, for both bag and pen, imagery and perception of
each object lie close to each other in the MDS plots for all visual areas. Further, in both pFs
and LO, the closest seen object to an imagined object was the matching object for four
objects. Across objects, the median rank of the matching conditions between imagery and
perception was smaller than chance rank in each ROI (V1: 3.5; ES: 3.0; LO: 4.5; pFs: 2.5;
chance rank: 5.5).

Second, there are changes in the overall separation both within and between the perception
and imagery conditions. In particular, in pFs, the seen and imagined objects are well
intermixed, whereas in V1, they are largely segregated with the imagery conditions closer to
the center of the space. This effect can be measured by the ratio of the average distance
between the imagery and perception conditions (imagery/perception; V1: 0.56; ES: 0.61;
LO: 0.78; pFs: 0.81). Thus, in V1, the imagery conditions appear closer to each other than
the perception conditions, whereas in pFs, the distances within perception and imagery are
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more similar. In sum, this pattern suggests that there is greater similarity between perception
and imagery in the anterior object-selective regions, particularly pFs.

Next, to more quantitatively examine the correspondence between imagery and perception,
we calculated discrimination indices based on the correlations between imagery and
perception (e.g. the correlation between visually-presented and imagined chair minus the
average correlation between visually-presented chair and all other imagined objects). These
indices provide a measure of whether the representations of seen and imagined objects are
similar enough to enable decoding across them. Consistent with the qualitative pattern
observed in the MDS, cross-decoding was significant in all ROIs (Fig. 6B; one-sample
planned t-tests: V1, ES, LO, p < 0.05; pFs, p < 0.01). SVM classifier performance also
showed a similar pattern, with significantly above chance discrimination of individual
objects in all ROIs (Fig. 6C; one sample t-tests: V1, LO, p < 0.05; ES, pFs, p < 0.01).
Further, a two-way ANOVA on the cross-decoding discrimination indices and SVM
classifier results with Selectivity and Location as factors revealed no significant effects (all
F1,10 < 3.126, p > 0.10) and t-tests revealed no pairwise differences (p > 0.13), suggesting
equivalent cross-decoding across all regions and ROIs. Interestingly, this result shows that it
was possible to decode object image identity across perception and imagery even in the
retinotopic ROIs where decoding of imagery alone did not reach significance. This result
arises because of the much stronger decoding of perceived than imagined objects, making
the comparison of imagery and perception more stable than the comparison of imagery with
imagery.

Taken together, these results suggest that there is at least some agreement between the
representations of seen and imagined objects across the ventral visual pathway. Note
however, both the seen and perceived objects were preceded by an identical spoken word
that might have contributed to the observed cross-decoding. However, spoken words are
complex stimuli and to date there is no evidence they can be decoded from the response of
primary auditory cortex, let alone early visual areas. Further, we note that if we had only
presented the auditory labels during the imagery condition (as in Stokes et al, 2009, 2011),
any region that showed imagery but not perceptual decoding could have been solely related
to the auditory cue and not to imagery.

Comparison of the structure of representations between ROIs
We next directly compared the structure of the representations across ROIs during imagery
and perception. For each ROI, there is a particular pattern of correlations between each of
the 10 objects and all other objects, comprising the overall similarity matrix. This similarity
matrix defines the structure of the representations of these objects for a particular
combination of ROI and Type. These matrices can be directly compared. For example, in
pFs and LO, the structure of representations was very similar during perception (Fig. 7A). In
particular, in both ROIs, ‘clock’ showed a high correlation with ‘violin’ but a much lower
correlation with ‘chair’. Similarly, in both ROIs, ‘lamp’ showed a much higher correlation
with ‘umbrella’ than with ‘clock’.

It is important to note that the discrimination analysis we conducted earlier relies on
measuring how replicable the pattern of response within a region is across independent
presentations of seen/imagined objects relative to the similarity of the response pattern to
different seen/imagined objects. However, the structure analysis is taken across the entire
data set and evaluates how the structure of the representations correlates across independent
regions during, essentially, a single presentation of each seen/imagined object.

To systematically compare the structure of representations for imagery and perception
across ROIs, we cross-correlated the similarity matrices (Fig. 7B). This revealed significant
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correlations between all ROIs during both perception and imagery (all p < 0.01) with
stronger correlations during imagery than during perception (see below). Comparing
between imagery and perception (Fig. 7B, right panel) revealed significant correlations
within ROI for LO and pFs (all p < 0.05), but not V1 and ES (p > 0.15). Thus, consistent
with our earlier analyses, the representations during perception and imagery tend to be more
similar in higher than lower visual areas. The structure of representations between imagery
and perception was also correlated across ROIs, with significant correlations for all
comparisons excluding V1 (all p < 0.05).

MDS performed on the correlations between ROIs (Fig. 7C) revealed a strong separation
between perception (blue labels) and imagery (red labels) with greater separation between
the ROIs under perception than under imagery. To investigate the separation within
perception or imagery more closely, we first focused on the correlation values between V1
and the other ROIs (ES, LO, or pFs) (Fig. 7D, left panel). In both perception and imagery,
there was a posterior to anterior gradient with ES showing the highest correlation and pFs
showing the lowest correlation with V1. Moreover, the correlation between the ROIs during
visual imagery was significantly higher than the correlation during perception. A two-way
ANOVA with ROI (ES, LO, pFs) and Type (Imagery, Perception) as factors revealed
significant main effect of Type (F1,10 = 7.909, p < 0.05), arising from the higher correlations
during imagery, and also of ROI (F2,20 = 37.477, p < 0.01), reflecting the weaker
correlations with increasing separation of the ROIs.

Next, we examined the correlation between pFs and the other ROIs (V1, ES, or LO) (Fig.
7D, right panel). We observed the opposite gradient to that observed with V1 above. The
highest correlation was with LO and lowest with V1. As above, the correlation between the
ROIs during imagery was significantly higher than the correlation during perception. These
two effects led to significant main effects of Type (F1,10 =11.299, p < 0.01) and ROI (F2,20
= 25.607, p < 0.01) again reflecting the stronger correlations during imagery than perception
and the weaker correlations with increasing separation of the ROIs.

These results demonstrate a striking difference between imagery and perception: the overall
structure of representations between ROIs is much more similar during imagery than during
perception. This difference likely reflects differences in the neural dynamics operating
during perception and imagery (see Discussion).

Correlation with Behavior
As part of the pre-scan imagery training, we asked participants to complete a standardized
battery of visualization questions (VVIQ)(Cui et al., 2007; Marks, 1973), and previous
research has reported a correlation between this VVIQ measure and measures of brain
activity during imagery (Amedi et al., 2005; Cui et al., 2007). VVIQ is a measure of the
subjective vividness of mental images, which is akin to gauging the similarity between
mental and actual image, making cross-decoding between imagery and perception the ideal
imaging measure for comparison. We investigated whether the correspondence between
imagery and perception was correlated with VVIQ. To increase power we combined the two
early visual and object-selective ROIs into two larger ROIs (retinotopic and object-
selective). We extracted the average discrimination index across imagery and perception in
early visual and object-selective cortex for each participant and correlated these with VVIQ
scores (Fig. 8). In both retinotopic and object-selective regions, there was a positive
correlation between discrimination indices and VVIQ, although this correlation was only
significant in early visual areas (r = 0.691, p < 0.01) and not in object-selective cortex (r =
0.378, p = 0.126). VVIQ was not significantly correlated with pure imagery decoding in
either EVC (r = 0.007, p = 0.49) or object-selective cortex (r = 0.329, p = 0.162). Thus, only
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our measure of the similarity between perception and imagery reflects subjective measures
of the strength of imagery, especially in early visual cortex.

Discussion
In the present study, we used fMRI to conduct a detailed comparison of visual
representations during imagery and perception. First, we examined the specificity of
representations, and found that during both perception and imagery, the patterns of response
in visual areas could be used to decode an individual seen or imagined object (out of 10
possible object images), though decoding was much weaker during imagery than perception.
Further, there was enough correspondence between imagery and perception to allow cross-
decoding of objects throughout the ventral visual pathway. Second, we investigated the
distribution of perception and imagery information. While there was a strong posterior-
anterior gradient across ROIs in the strength of seen object decoding, this gradient was
absent or even reversed for imagined objects. Third, we investigated the differences between
the perceptual and imagery representations of individual objects. Direct comparison of the
structure of representations between ROIs during perception and imagery found greater
similarity across ROIs during imagery than perception. Finally, we found that cross-
decoding between perception and imagery correlated with a subjective measure of the
vividness of visual imagery, particularly in retinotopic cortex. These results highlight that
while imagery and perception may involve the same areas of visual cortex, even at a fine
grain of analysis, there are still striking differences in the response of those areas in imagery
and perception.

Distinct coding of individual objects during visual imagery
Our results clearly demonstrate that there is specific pattern of neural activation throughout
visual areas for single objects during both visual imagery and perception, and that these
patterns are related (Fig. 4 and Fig. 6). These findings significantly extend prior work
showing category-specific activation in high-level visual areas during imagery (Ishai et al.,
2000; O’Craven and Kanwisher, 2000; Reddy et al., 2010) or decoding of two simple
imagined stimuli (the letters ‘X’ and ‘O’)(Stokes et al., 2009). First, we conducted a
rigorous test of the specificity of visual imagery representations, by using a set of 10
possible object images, none corresponding to categories (e.g. faces, houses) for which
category-selective regions have been identified in cortex (cf. Reddy et al., 2010). Second,
we systematically compared the distribution of visual imagery representations across
different regions of the ventral visual pathway, including V1 and extrastriate retinotopic
cortex. Such a detailed comparison across the ventral visual pathway has not been provided
by previous studies, which often focused on specific visual areas using stimuli or
comparisons tailored for that area (e.g. Gabor filters in V1, Thirion et al. 2006; categories in
object-selective cortex, Reddy et al., 2010). In many cases, perceptual decoding was not
present in all visual areas making it impossible to compare the relation between perception
and imagery across areas (e.g. Stokes et al. 2009).

While our findings are consistent with those showing some decoding of an ‘X’ and an ‘O’
during imagery, as well as some evidence for cross-decoding between imagery and
perception (Stokes et al., 2009), there are a number of discrepancies between the findings of
the two studies. In particular, while Stokes and colleagues found evidence for some cross-
decoding in left pFs only, we find significant decoding between imagery and perception in
all visual areas (V1, ES, LO, pFs). Further, Stokes and colleagues found little difference
between imagery and perception in visual areas either in terms of decoding or activation. In
fact they found that decoding was more reliable during imagery than during perception
especially in pFs. In contrast, we found better discrimination during perception than imagery
and much stronger activation for perception than imagery throughout visual areas. These
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differences between our findings and those of Stokes and colleagues may reflect the fact that
in their study i) auditory cues were only provided during imagery and not perception trials,
ii) perceptual stimuli were only presented for 250 ms whereas imagery is likely to have last
much longer, iii) imagery and perception trials were blocked rather than fully interleaved as
in our design, or iv) simple letter stimuli may not be ideally suited for probing
representations in object-selective cortex (Joseph et al., 2003; Sergent et al., 1992).

Relationship between imagery and perception
While we found similarities in the representation of individual objects during imagery and
perception, the two processes were also distinct, suggesting that imagery is not just a weak
form of perception. This dissociation between imagery and perception was revealed from the
detailed comparison of results across multiple visual areas (Fig. 4 and Fig. 7). In particular,
we found that discrimination during imagery and between perception and imagery was
similar for all visual areas, whereas there was a strong gradient of decoding during
perception from V1 to pFs. This difference in gradients is similar to that previously reported
for another top-down process, “refreshing” (Johnson et al., 2007). Further, the structure of
representations across ROIs was more similar during imagery than perception (Fig. 7).
These findings significantly extend a prior report suggesting that visual perception and
imagery are distinguishable by deactivation of auditory cortex during imagery but not
perception (Amedi et al., 2005). Here we show that imagery and perception are distinct even
within visual modality processing.

The differences we find between imagery and perception likely reflect differences in
network dynamics during imagery and perception. During visual perception, all visual
information about perceived stimuli is available at the level of the retina and each visual
region transforms this representation to highlight particular aspects of that information
(DiCarlo and Cox, 2007; Kravitz et al., in press). This unique representation is produced in
each region based on three basic dynamics: 1) bottom-up input carrying perceptual
information, 2) top-down modulatory feedback, and 3) internal processing that integrates the
bottom-up and top-down signals to produce a unique representation. During imagery,
bottom-up input is absent, leaving each region with only top-down feedback as input. This
reduction in information likely has two effects. First, it reduces the complexity of the
internal processing within any given region, and, second, because of this reduced processing
there is likely less transformation of the signal between regions. These effects will lead
individual regions to have less unique representations. Further, the top-down signal is
undoubtedly impoverished in its information relative to the full detail available in the actual
images of the objects. Therefore, the information critical for generating a unique
representation in any particular region during perception is likely reduced or even
unavailable in the top-down signal. In general, the removal of bottom-up input will alter the
dynamics of the internal processing within each region and the communication among
regions, leading to increased correlation in the representations between regions.

This model suggests that while imagery and perception depend on similar neural substrates
(Fig. 6), the contributions of the substrates to each process differ (Figs. 4 and 7). This
provides a resolution to the long-standing conflict between findings suggesting the same
regions are activated during imagery and perception and findings of a double dissociation
between these processes. Double dissociations are generally taken as evidence of non-
overlapping neural substrates, but damage to the same general area can differentially impair
processes that use the same substrate depending on how much it interrupts the processing
critical to either (Plaut, 1995) (Plaut and Shallice, 1993). Our finding of increased
correlation between regions during imagery provides evidence of differential processing in
imagery and perception within the same neural substrate, suggesting that lesions of the same
area could selectively impair either.
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Visual imagery representations in early visual cortex
It has been a long-standing debate whether early visual cortex, a low level visual structure, is
activated during visual imagery (Kosslyn et al., 2001). This debate is also intertwined with
the nature of visual imagery. One class of imagery theories argues that visual imagery relies
on depictive (picture-like) representations (Kosslyn and Thompson, 2003; Slotnick et al.,
2005) whereas the other class of theories posits that visual imagery relies entirely on
symbolic (language-like) representations (Pylyshyn, 2002). Thus, only the depictive view
predicts a depictive role for early visual cortex in visual imagery. We found significant
decoding in ES for imagery (Fig. 4) and cross-decoding between imagery and perception in
both V1 and ES (Fig. 6B). These decoding results support the depictive view of imagery
(Kosslyn and Thompson, 2003) by showing decoding of imagined objects in early visual
cortex as well as reduced or absent cross-decoding with less vivid imagery. Our results are
consistent with prior reports of decoding in early visual cortex during imagery (Thirion et
al., 2006) and in the context of higher-level processing such as semantic knowledge or
working memory (Harrison and Tong, 2009; Hsieh et al., 2010; Kosslyn et al., 1995;
Serences et al., 2009). However, V1 showed only weak, non-significant decoding during
visual imagery (Fig. 4), and when the ability of early visual cortex to decode seen objects is
considered, the weakness of imagery decoding is even more striking (Fig. 5). Overall, these
results indicate that while early visual cortex does contain signals during visual imagery, its
relative contribution during imagery of complex objects compared with other visual areas is
much weaker than during perception of those same objects. This is not to suggest that early
visual cortex does not play a critical and perhaps even central role in the imagery of other
simpler visual stimuli (e.g. oriented lines or highly distinct retinotopic patterns)(Thirion et
al., 2006). In fact, our behavioral result (Fig. 8) suggests that early visual cortex has a
pivotal role in generating visual mental images of even complex visual stimuli.

Conclusions
In summary, our findings show that the relationship between imagery and perception is
complex, with overlap in the neural substrates involved, but differences in how that tissue is
utilized. We suggest that these differences directly result from the removal of bottom-up
input during imagery and changes in the neural dynamics across regions.
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Highlights

• Both scene and imagined object identity can be decoded.

• Information was differentially distributed for imagined and seen objects.

• The structure of representations was more similar during imagery than
perception

• Imagery and perception involve different dynamics across the ventral visual
pathway.
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Figure 1.
A, 10 object images used in the main task. B, Experimental design. The main task consisted
of two interleaved trial types: imagery and perception. On each trial, the white fixation cross
first changed color indicating either a perception trial (blue) or an imagery trial (red) and
was followed by the auditory presentation of the names of one of the objects. In perception
trials, participants were instructed to view the visually-presented object. In imagery trials,
participants were asked to imagine the object image given corresponding to the auditory
signal. The inter-trial interval (ITI) was randomized between 3 and 13 s.
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Figure 2.
Regions-of-interest (ROIs). For illustrative purposes, ROIs derived in each participant were
transformed to a standard space. Green (V1), blue (ES), red (LO), or yellow (pFs) areas
indicate voxels which were with the ROI in at least 3/11 subjects (27 %).

Lee et al. Page 17

Neuroimage. Author manuscript; available in PMC 2013 February 15.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 3.
The average magnitude of response in retinotopic (V1, ES) and object-selective (LO and
pFs) regions during perception and imagery. Response was roughly 10 times larger during
perception than imagery. Error bars represent ± 1 SEM, calculated across participants (for
one-sample planned t-tests, *: p < 0.05; **: p < 0.01).
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Figure 4.
The specificity of object information during imagery and perception in retinotopic and
object-selective regions. A, Average discrimination indices across 10 objects during
perception (left panel; blue bars) and imagery (right panel; red bars). Discrimination was
strong during perception with a prominent posterior to anterior gradient. During imagery,
discrimination was significant in ES, LO, or pFs. Notably, however, there was either no or a
reverse gradient compared with perception. B, Classification performance with SVMs
showed a similar pattern to the discrimination indices. The chance level was 10%. All error
bars represent ± 1 SEM, calculated across participants (for one-sample planned t-tests, *: p <
0.05; **: p < 0.01) (for paired t-tests, #: p < 0.05; ##: p< 0.01).
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Figure 5.
Relative strength of decoding: imagery to perception. The ratio of the discrimination indices
during imagery to the indices during perception was significantly greater in object-selective
regions than retinotopic regions. All error bars represent ± 1 SEM, calculated across
participants (for paired t-tests, #: p < 0.05).
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Figure 6.
Similarity between visual imagery and perception. A, Relations between object conditions
based on Multi Dimensional Scaling (MDS). Blue and red backgrounds indicate perception
and imagery conditions, respectively, and gray lines indicate the matching object conditions.
Imagery and perception conditions aligned, particularly in pFs. The MDS also highlights the
greater similarity between imagery conditions compared with perception conditions in V1,
much less than in pFs. B, Discrimination indices between seen and the corresponding
imagined objects in V1, ES, LO and pFs. Discrimination of objects between imagery and
perception was significant in all ROIs.. C, Classification performance with SVMs showed a
similar pattern to the discrimination indices between imagery and perception conditions. The
chance level was 10 %. All error bars represent ± 1 SEM, calculated across participants (for
one-sample planned t-tests, *: p < 0.05; **: p < 0.01).
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Figure 7.
Comparison of the structure of representations between ROIs across imagery and
perception. A, Similarity matrices of LO and pFs during perception in a participant. Note the
similar patterns of correlations between the two ROIs. B, Correlations between similarity
matrices of ROIs. Correlation between ROIs during either imagery or perception tended to
be high, but correlations between imagery and perception were weak. Note the different
scale of correlations between imagery and perception from the cases of imagery or
perception. Each off-diagonal element in the far right panel of B is the average of the
correlation between the imagery matrices in one ROI (R1) and the perception matrices in the
other ROI (R2): (Correlation(R1:Imagery,R2:Perception) +
Correlation(R1:Perception,R2:Imagery))/2. C, The relationships between ROIs for both
perception (blue labels) and imagery (red labels) based on MDS. Note the large separation
between perception and imagery, and the larger separation within perception than within
imagery. D, Correlations between V1 and the other ROIs (ES, LO, or pFs), and between pFs
and the other ROIs (V1, ES, or LO), highlighting the stronger correlations during imagery
than perception. All error bars represent ± 1 SEM, calculated across participants.
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Figure 8.
Correlation between fMRI and a standardized questionnaire assessing the vividness of
imagery (VVIQ). In both object-selective (lower panel) and early visual (upper panel) cortex
our measure of discrimination across imagery and perception correlated with the behavioral
measure of the vividness of imagery. However, this correlation was only significant in early
visual cortex.
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