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Purpose: Intensity-modulated proton therapy (IMPT) using spot scanned proton beams relies on

the delivery of a large number of beamlets to shape the dose distribution in a highly conformal

manner. The authors have developed a 3D system based on liquid scintillator to measure the spatial

location, intensity, and depth of penetration (energy) of the proton beamlets in near real-time.

Methods: The detector system consists of a 20� 20� 20 cc liquid scintillator (LS) material in a

light tight enclosure connected to a CCD camera. This camera has a field of view of 25.7 by 19.3

cm and a pixel size of 0.4 mm. While the LS is irradiated, the camera continuously acquires images

of the light distribution produced inside the LS. Irradiations were made with proton pencil beams

produced with a spot-scanning nozzle. Pencil beams with nominal ranges in water between 9.5 and

17.6 cm were scanned to irradiate an area of 10� 10 cm square on the surface of the LS phantom.

Image frames were acquired at 50 ms per frame.

Results: The signal to noise ratio of a typical Bragg peak was about 170. Proton range measured

from the light distribution produced in the LS was accurate to within 0.3 mm on average. The larg-

est deviation seen between the nominal and measured range was 0.6 mm. Lateral position of the

measured pencil beam was accurate to within 0.4 mm on average. The largest deviation seen

between the nominal and measured lateral position was 0.8 mm; however, the accuracy of this mea-

surement could be improved by correcting light scattering artifacts. Intensity of single proton spots

were measured with precision ranging from 3 % for the smallest spot intensity (0.005 MU) to 0.5 %

for the largest spot (0.04 MU).

Conclusions: Our LS detector system has been shown to be capable of fast, submillimeter spatial

localization of proton spots delivered in a 3D volume. This system could be used for beam range,

intensity and position verification in IMPT. VC 2012 American Association of Physicists in Medicine.

[DOI: 10.1118/1.3681948]

I. INTRODUCTION

Intensity-Modulated Proton Therapy (IMPT) is a modality

that offers unsurpassed dose conformity and has great poten-

tial for treating tumors that are difficult to treat with other

form of radiation therapy.1–6 However, the dynamic nature

of IMPT as well as the necessity to use thousands of scan-

ning proton beamlets makes treatment verification both time

consuming and difficult to perform.7–11

We have previously studied the feasibility of using a

three-dimensional liquid scintillator (LS) detector system to

rapidly verify proton treatments.12,13 Using a tank of LS and

a high sensitivity CCD camera, we have shown that monitor-

ing the passage of a proton beam is feasible. With this

approach, we irradiate a phantom made of LS with proton

beams. The LS emits visible scintillation light wherever

dose is deposited, and we make quantitative measurements

of this light with the CCD camera. Although our earlier pre-

liminary work was with passively scattered proton beams,

we were able to estimate that the passage of a single proton

beamlet would be sufficient to produce a measurable signal

(the term “spot” is used to define the high dose region around

the Bragg peak of a proton beamlet. We may use the terms

beamlet and spot interchangeably. We also use then term

“spot position” to mean the position of the Bragg peak of the

beamlet). We also determined basic parameters of the sys-

tem such as the field of view, depth of field and spatial reso-

lution. Although the size of the LS detector was limited

(7� 7� 14), we were able to conclude that a larger detector

volume could be used.

Although our earlier work was conducted on a passively

scattered proton beamline, we realized that the LS detector

system would be particularly useful for IMPT. Due to the

small size of the beams involved in IMPT, it is possible to

determine the range, the position, and the intensity of each

beamlet directly from the measured scintillation light emis-

sion. With this approach, the phantom is the detector and
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therefore delivering the treatment to the LS could potentially

provide sufficient information to verify the accuracy of a

planned treatment.

Our goal in this work is to refine the LS-based detector

system and to show that position, range, and intensity of pro-

ton spots can be measured with a precision and accuracy suf-

ficient for the QA of IMPT.

II. METHODS AND MATERIALS

II.A. Experimental setup

The liquid scintillator detector system used in this work

has been described previously13 and is shown in Fig. 1. The

center of the LS tank is at a distance of 80 cm from the lens.

The objective lens was set to an F=# of 5.6. With this partic-

ular setup, we calculated12 that the images will be on focus

at distances ranging from 60 to 87 cm, therefore covering

the whole length of LS tank.

All irradiations were made with the gantry at 270� and

with the isocenter placed on the surface of the wall of the LS

tank. The proton beam had to go through the wall of the LS

tank before it could reach the scintillating material. Because

one of our goals is to measure range of proton beamlets, it is

important to know the amount of attenuation caused by the

wall. The LS tank is made of gray sheets of PVC of 9.5 mm

(3=8”) with a density between 1.38 and 1.41 g=cm3. This

corresponds to an attenuation of approximately 1.31–1.34

cm of water using the mass stopping power of PVC.

Throughout this article, we will use the following coordi-

nate system: the x-direction, or the crossline direction, goes

from the floor of the of the treatment room to the ceiling, the

y-direction, or the inline direction, goes from the back of

the LS tank toward the CCD camera and the z-direction, or

the depth direction, goes from the proton nozzle toward the

LS tank. The origin of this coordinate system is placed at iso-

center (see Fig. 1). Furthermore, we will use the term “lateral

direction” and “lateral profile” to refer to any direction or

profile along the x-axis or y-axis and the term “depth profile”

or “depth direction” to refer to any profile or direction along

the z-axis. All irradiations were conducted on the scanning

beamline at the M. D. Anderson Cancer Center—Proton

Therapy Center, Houston. On this beamline, one monitor unit

(MU) is defined as 1 cGy in the middle of a 10 cm spread-out

Bragg peak (SOBP) for a field of 10 by 10 cm with a range

of 30.6 cm in water, which is created by the superposition of

the proton pencil beam spots of various energies.

II.B. Acquiring 2D images

The CCD camera acquires two-dimensional images of the

three-dimensional light distribution produced within the LS.

Therefore, all the information within the y-axis is collapsed

onto a single value for each pixel. We have previously pre-

sented such a system and described how it could be used to

extract information useful for both photon and proton

QA.12,13 In this work, we used the LS detector system for ver-

ification of proton spot position in a scanning beam system.

Because of the CCD fast acquisition rate (50 ms per frame),

there are only a small number of spots per image frame (typi-

cally less than 5). For more accurate evaluation of the proton

spot position, it would be ideal to have only one spot per

image. This would be feasible with faster image acquisition

either by reducing the number of pixels (e.g., by binning the

image) or with a faster camera. Otherwise, we could re-order

the delivery of the spots so they are no longer delivered close

to each other. The spots have a relatively small size, and

therefore, the collapsed third dimension is not a significant li-

mitation of our system. In the future, we plan to add a second

CCD camera orthogonal to the one already in use to better

resolve the spatial localization of the y-dimension.

Because we are interested in the spatial localization of the

proton spots, it is important to know the pixel size with great

accuracy. The pixel size changes as a function of the distance

between the image plane and the objective lens. Therefore,

the pixel size was measured experimentally by imaging a grid

of known dimensions at three different position: at 80 cm

from the objective lens (i.e., the middle of the LS tank), at

70 cm from the objective lens and at 90 cm from the objective

lens. The pixel size at these three positions was recorded and

a linear fit was applied to determine the pixel size at any dis-

tance y from the objective lens. Distortion of the pixel size in

the periphery of the image caused by the objective lens (i.e.,

monochromatic aberrations) was also characterized.

Unless otherwise specified, an acquisition time of 50 ms

per image frame was used. The time gap between images

was 0.3 ms. The CCD camera is capable of amplification

through electron multiplication. However, this feature was

not required for this work, and the CCD camera was operated

as a normal frame-transfer CCD camera. As we have done

previously,12,13 dark images (i.e., images acquired with the

radiation beam turned off) were acquired prior to the meas-

urements and were subtracted from the images acquired with

radiation to correct for the constant offset in the pixel values.

In previous work, the transient noise produced by the

impact of stray radiation directly on the CCD chip has been

of concern for linac-based applications.14 However, for
FIG. 1. The LS detector prototype with the coordinate system used through-

out this work.
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proton irradiations, the impact of stray radiation is low com-

pared to photon beam irradiation because there is not a large

number of high-energy delta ray produced. The main source

of radiation-induced noise comes from neutrons and gamma

rays produced by (p,n) and (p,c) interactions. Nevertheless,

the rate of such events was low and did warrant correction

for the radiation-induced noise.

II.C. Image processing and data analysis

For each image, both a crossline profile (i.e., along the

x-direction) and a depth profile (i.e., along the z-direction)

were acquired. These profiles were then analyzed in

ROOT,15 a system that provides a set of object-oriented

frameworks with all the functionality needed to handle and

analyze large amounts of data in a very efficient way. A sam-

ple of profiles of the light distribution for six image frames

showing proton spots of increasing x is shown on Fig. 2. The

position axis on the depth and crossline profiles shown on

Figs. 2(b) and 2(c) are measured in pixels. Before any quan-

titative analysis can be done on the images, it is necessary to

convert pixel coordinates of the proton spot into spatial coor-

dinates. This is done using the measured pixel size (See

Sec. 2B). As mentioned previously, the pixel size changes as

a function of the distance between the imaged object and the

camera. To correctly convert pixel coordinates of the proton

spot into spatial coordinates, it is therefore necessary to

know the y-axis position of the spot. At present time, the y-

axis coordinate of the proton spot is obtained from the treat-

ment plan but we plan to extract this value experimentally

once a second camera to image from an orthogonal direction

is added to our prototype. After pixels coordinates have been

converted into spatial coordinates, the exact position of the

spot must be determined. Here, it is important to remember

that because of several optical and physical phenomena, the

scintillation light distribution measured by the camera may

differ from the dose distribution. Therefore, some processing

is required before we can extract meaningful values from the

image. Most of the optical and physical phenomena affecting

the scintillation light distribution have been discussed previ-

ously12,13 and are summarized in Table I.

The position along the x-axis was measured first. We

assumed that the peak of the dose distribution corresponds to

the peak of the light distribution, and therefore, the center of

the lateral profile corresponds to that position. This assump-

tion is reasonable because the quenching effect, which is the

greatest cause of discrepancies between the dose profile and

FIG. 2. (a) A sample of the images of proton spots acquired with the CCD camera. Each frame represents a different proton spot of a nominal range in water of

10.5 cm delivered in 1 cm increments along the x-axis (crossline) (b) Depth profiles of the spots shown in (a) and (c) lateral profiles of the spots shown in (a).

TABLE I. Summary of the optical and physical phenomena that alter the

measured light distribution.

Phenomenon Type Effect

Light diffusion Light propagation Blurring

Light reflection Artificially increases light intensity

in proximity of a reflecting surface

Quenching Physical Under-response of the scintillator

to high LET

Water equivalence Proton range in LS is different

than the range in water

Vignetting Imaging artifact Decrease of brightness in the

periphery of the image

Barrel effect Distortion of the pixel size
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the light profile, does not have a significant impact in the lat-

eral direction, i.e., the LET of the beam at a given depth is

more or less constant. We measured the beam position for

proton Bragg peaks ranging from �6 to þ6 cm along the

x-axis and compared these measurements with the beam

position requested at the treatment console (i.e., the nominal

position). Moreover, we verified the symmetry of the lateral

spot profile and that the shape of the profile did not change

with the position of the beam. Asymmetries or variations in

the shape of the profile could indicate an increased contribu-

tion from diffused or reflected light that could bias our iden-

tification of the peak of the light distribution.

Measuring the position of the depth or range of the spot

(i.e., along the z-axis) is more challenging than measuring

the lateral position because it is necessary to use a specific

reference point from the dose distribution. A common refer-

ence point used for this purpose is the distal 80 %. This point

should be close to the true range of the protons for pristine

Bragg peaks.16,17 At our institution, the range of proton

beams are customarily measured at the distal 90 %. In any

event, because of quenching and light diffusion there is no

guarantee that a relative point on the dose distribution will

correspond to the same point on the light distribution. The

choice of a point on the light distribution that can be readily

correlated to the range of the proton beam must therefore be

made with care. There are three main factors that are respon-

sible for differences between the dose distribution and the

light distribution: (1) difference in density and stopping

power between water and the liquid scintillator; (2) under-

response of the scintillator due to quenching, which

increases as a function of depth and is significant at the end

of range; and (3) blurring of the light distribution due to light

diffusion. To our knowledge, there is only one published

report of clinical proton range measurement with scintilla-

tors.18 Fukushima et al. used the distal 80 % of the light dis-

tribution to measure proton range, but the authors did not

justify this choice. In order to select the best possible refer-

ence point on a depth profile for range measurements, we

compared several reference points to measure the range of

protons. The reference point that gave us the least deviation

from the expected range for all beam energies was then used

for all range measurement.

III. RESULTS

III.A. Spatial calibration

Pictures of a grid were taken at different distances from

the camera. These pictures were then analyzed to determine

the pixel size in various region of the image. Figure 3(a)

shows the average pixel size at the center of the image as a

function of the distance between the CCD camera and the

image plane. As expected the relationship is linear.

Figure 3(b) shows the size of pixels as a function of the posi-

tion in the image plane, which corresponds to the x-z plane

for an image taken at a distance of 80 cm from the CCD

camera. It can be seen that the pixel size is constant except

at the periphery of the image. This effect results from barrel-

shaped distortions in the image. From this pixel size charac-

terization study, we decided to correct the pixel size only as

a function of the distance between the image plane and the

CCD. Pixel correction in the image plane were not required

because none of the irradiations placed a spot at the periph-

ery of the image.

For the range calibration of our prototype in the z-axis

(i.e., the direction along the range of the protons), we first

irradiated the LS with spots of the same nominal energy. The

first spot was delivered directly to the LS detector system

while the second and third were delivered with slabs of

water-equivalent material of known water-equivalent thick-

ness (WET) of 1 and 2 cm placed before the LS detector sys-

tem. The advantage of this set of irradiation is that by using

the same nominal energy and then adding material with a

small WET value, the measured light distribution of the sec-

ond proton spot is simply a translation of the light distribution

seen without the additional material. In that particular case,

FIG. 3. Measured pixel size of the LSD system; (a) pixel size as a function of the distance between the image plane and the CCD (i.e., along the y-axis), the

solid line represents a linear fit; (b) pixel size as a function of the lateral position on the image (i.e., along the x-axis), the solid line represents an exponential

fit.

1242 Archambault et al.: IMPT verification with 3D liquid scintillator 1242

Medical Physics, Vol. 39, No. 3, March 2012



the selection of the reference point on the light distribution is

of no importance when quantifying the shift that occurred

between the two curves. The nominal beam range in water

was plotted as a function of the measured range in the LS de-

tector. We then made a linear regression of this plot. The

slope of that fit is 0.872, which corresponds to the WET of

the LS detector and is in agreement with our previous mea-

surement.12 The ordinate at origin is 0.96 and is the WET of

the wall of the LS tank. As stated previously, measuring the

range of protons requires the use of a reference point on the

depth profile. We have tested six reference points: the point

of maximum dose (i.e., the Bragg peak), the distal 90 %, the

distal 80 %, the distal 70 %, the average from the peak to the

distal 30 %, and the average from the distal 90 % to the distal

70 %. Of these, two are common reference point (distal 90 %

and distal 80 %), the other points were chosen simply for

comparison. These reference points were tested by measuring

the distance between proton beams of nominal range in water

between 6.6 cm and 17 cm and a reference beam. The refer-

ence was chosen as a beam with a range in water of 10.5 cm.

Results for four reference points are presented in Fig. 4. The

incident energy of all points shown in Fig. 4 is different.

Consequently, all Bragg curves have slightly different shapes

(e.g., the peaks are narrower at low energy). Only four of the

six reference points are shown on Fig. 4 for the purpose of

clarity. As it can be seen, the choice of a reference point does

not lead to large discrepancies in the measurement of proton

range. Nevertheless, it was found that using the distal 80 %

minimized discrepancies between expected and measured

ranges. Therefore, the distal 80 % has been used as a refer-

ence point throughout the rest of this work.

III.B. Lateral position measurements

Pristine Bragg peaks with a range in water of 10.5 cm

were irradiated on the LS detector system at 13 different

positions on the x-axis between �5.6 and þ5.6 cm. Compar-

isons between expected position and measured position are

shown in Table II. These measurements take into account

the source-to-detector distance (i.e., 3 m to the surface of the

detector) that cause variations in the lateral position of

the spot due to the small changes in the angle of incidence of

the beam. The average difference between the measured

and expected spot position is 0.11 6 0.34 mm (1 SD). The

maximum difference recorded was 0.6 mm. Our assumption

FIG. 4. Measured proton ranges using different reference points. Plus sign

(þ) represents the average position between the Bragg peak and the distal

30%, black circle represent the distal 80%, open circle the distal 70%, and

open square the distal 90%.

TABLE II. Comparison between expected and measured lateral position of

the proton spot along the x-axis.

Nominal position (cm) Measured position (cm) Difference (mm)

�5.62 �5.58 0.36

�4.68 �4.69 �0.06

�3.74 �3.77 �0.28

�2.81 �2.85 �0.39

�1.87 �1.93 �0.60

�0.94 �0.99 �0.57

0 0 �0.04

0.94 0.94 0.05

1.87 2.90 0.25

2.81 3.85 0.39

3.74 3.76 0.2

4.68 4.65 �0.30

5.62 5.58 �0.38

FIG. 5. (a) Scintillation light profile of three proton spots with different lateral position (�5.6 cm, 0 cm, and þ5.6 cm). All spots are drawn centered on their

peak; (b) relative difference in the intensity of two spots (�5.6 cm and þ5.6 cm) relative to the central spot (x¼ 0 cm).
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that the shape of the spot profile is invariant at different posi-

tions in the LS was verified by analyzing the spot profile on

the central axis and by comparing it to the spot profiles at

�5.6 and þ5.6 cm. This comparison is shown in Fig. 5.

Figure 5(a) shows crossline profiles of spots taken at

x¼þ5.6 cm, x¼ 0 cm, and x¼�5.6 cm; Fig. 5(b) shows

the relative difference between each of the two off-axis spots

(i.e., spots at 65.6 cm) with respect to the central spot. From

this figure, we see that the shape of the spot is the same

regardless of the position along the x-axis.

Finally, we verified that the measured lateral position did

not change when a proton spot is scanned in the axis of the

camera (y-axis). Proton spots were irradiated in 13 positions

between �5.6 cm and þ5.6 cm along the y-axis. The spot

width (FWHM), the lateral spot position along the x-axis and

the range are shown in Table III. We observed a slight

broadening (i.e., 0.8 mm variation of the FWHM over a dis-

tance of 12 cm) in the width of the spots as the distance

between the camera and the spot increased. This effect

occurred even if the pixel sizes were corrected as a function

of the beam position. This broadening is likely due to

increased light scattering as we go further away from the

camera. Variation of the spot position along the y-axis does

not result in a significant deviation from the expected value

if compared to our ability to measure the spot position at a

constant distance from the CCD.

III.C. Depth measurements

The difference between the nominal proton range in water

and the range measured in the LS detector system is shown

in Fig. 6 for protons with range in water between 6.6 cm and

10.5 cm. The measured range is close to the nominal range

in water for all energies. The average difference between the

measured and the nominal proton range is 0.04 6 0.07 mm

(1 SD). The maximum discrepancy seen was 0.18 mm.

These results are highly accurate and indicated that the range

of proton spots can be measured with submillimeter accu-

racy with the LS system.

III.D. Relative intensity measurements

Comparing the intensity of proton spots with different

beam energies will require a correction for the quenching.19

We have previously shown that this was feasible12 and it

will be the aim of our future work. Nevertheless, it is possi-

ble to make relative measurements of proton spot intensity

with the LS detector system for beam of a given energy.

We made ten repeated measurements of individual pro-

ton spots with the smallest and largest dose per spot deliv-

erable at our proton facility (0.005 MU and 0.04 MU,

respectively) as well as ten repeated irradiations of 5 MU.

One irradiation of 5 MU consists of 125 identical spots of

0.04 MU. The total light measured in the ten irradiations of

5 MU was highly reproducible with a measured standard

TABLE III. Measured spot position and width (FWHM) differences from a

spot on the central axis as a function of its distance in the direction parallel

to the camera’s axis (y-axis).

Position, y-axis (cm) Lateral width

difference (mm)

Lateral position (x-axis)

difference (mm)

�5.62 0.54 �0.48

�4.68 0.43 �0.47

�3.74 0.44 �0.47

�2.81 0.26 0

�1.87 0.37 �0.46

�0.94 0.25 �0.45

0 0.00 0.00

0.94 0.00 0.00

1.87 0.16 0.00

2.81 0.10 0.00

3.74 �0.02 0.21

4.68 �0.1 �0.21

5.62 �0.29 0.20

FIG. 6. Comparison of measured proton beam range in the LS detector sys-

tem with expected range.

TABLE IV. Measured proton spot intensity. The measured value at 5 MU is

not shown because it is used as a reference.

MU delivered MU measured Standard deviation (%)

0.005 0.0054 3.3

0.04 0.0401 0.51

5 N=A 0.06

FIG. 7. Relative intensity measurements of proton spots along the x-axis.

The pair of horizontal dotted lines represents 62%.
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deviation of 0.06 %. The light emitted by the LS for an irra-

diation of 5 MU was used as a reference to determine the

light emission per monitor unit. The measured number of

MU for the single spot irradiation was obtained from the

following equation:

Measured MU ¼ Measured light emission

Reference light emission per MU
:

Results are shown in Table IV.

We have also studied proton beam intensity as a function

of the spot position in the x-y plane. Intensity profiles of spot

delivered over a distance of 10 cm along the x-axis is shown

on Fig. 7. We see that the response of the system is stable in

a central region (i.e., less than 0.6 % variation over a range

of 5 cm). However, as we move away from the center greater

discrepancies occur. This is due in part to the truncated light

profile as we reach the walls of the LS tank and in part to the

vignetting effect. Discrepancies are greater for positive x
values because this is the direction of the surface of the LS,

and some of the LS light undergoes total internal reflection

at the LS-air interface. The peak of profile intensity does not

vary by more than 2 %. When varying the proton spots posi-

tion along the y-axis, the distance, r, between the light emis-

sion point and the CCD lens increases. Consequently, the

intensity of collected light changes as 1=r2. We have there-

fore corrected the light intensity for this effect. Results are

presented on Table V. It is seen that some discrepancies in

the intensity measurements remains. These discrepancies are

due to attenuation and scattering of the scintillation light by

the LS medium. This attenuation is of the form of e�kr,

where k is the attenuation constant. We performed an expo-

nential fit on the data shown in the first two columns of

Table V. From this fit, we obtained an attenuation constant

7.8� 10�3 cm�1. Using this value, we can further correct

the light intensity to down to less than 0.3 % discrepancy.

This is shown in the third column of Table V.

IV. CONCLUSIONS

In this work, our goal was to measure proton spot posi-

tion, range and intensity with accuracy sufficient for QA pur-

poses. We have shown that the position and range of proton

spots can be determined with submillimeter accuracy after a

proper calibration of the system. For IMPT treatments that

typically use thousands of proton spots, being able to verify

accurately the position and range of each of these by deliver-

ing a single treatment fraction to our LS detector system

would be a great advantage. In addition, range measurement

is also an indirect verification of the beam energy. We have

found range measurement to be typically more accurate than

lateral position measurement, but there is no clear reason

why this should be the case. One possibility is that the proton

delivery system itself has a greater uncertainty with lateral

position because of the steering magnets than with range,

which is determined only by the beam energy.

Relative intensity measurement can be performed accu-

rately and precisely even for single proton spots. However,

corrections must be applied for off-axis spot position. Meas-

urements along the x-axis were found to be more accurate

than along the y-axis mostly because of the imaging geome-

try. Adding a second CCD camera would alleviate the prob-

lem of intensity measurement in the axial direction.

Our prototype is currently equipped with only one CCD

camera. This means that, for a full 3D verification of a proton

treatment, it will be necessary to deliver the treatment twice.

Once with the system positioned as in Fig. 1 and then with

the system in a position orthogonal to the first one. Neverthe-

less, this would be faster than verification with ion chamber

where the full treatment has to be delivered every time the

ion chamber changes position. With the addition of a second

orthogonal CCD camera to the prototype, we would need to

deliver the treatment only once for a full 3D verification.
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