
Validating the Vitality Strategy for Fighting Drug Resistance

Nidhi Singh1,2, Maria P. Frushicheva1, and Arieh Warshel1,*

1Department of Chemistry, 418 SGM Building, University of Southern California, 3620 McClintock
Avenue, Los Angeles, California 90089-1062, USA
2Transtech Pharma, Inc., 4170 Mendenhall Oaks Parkway, High Point, North Carolina 26275,
USA

Abstract
The current challenge in designing effective drugs against HIV-1 is to find novel candidates with
high potency, but with a lower susceptibility to mutations associated with drug resistance. Trying
to address this challenge we developed in our previous study1 a novel computational strategy for
fighting drug resistance by predicting the likely moves of the virus through constraints on binding
and catalysis. This has been based on calculating the vitality values (defined as the ratio ((Kikcat/
KM)mutant/ (Kikcat/KM)wild-type) and using it as guide for the moves of the virus. The corresponding
calculations of the binding affinity, Ki, were based on using the semi-macroscopic version of the
protein dipole Langevin dipole (PDLD/S) in its linear response approximation (LRA) in its β
version (PDLD/S-LRA/β). We, also, calculate the proteolytic efficiency, kcat/KM, by evaluating
the transition state (TS) binding free energies using the PDLD/S-LRA/β method. Here we provide
an extensive validation of our strategy by calculating the vitality of six existing clinical and
experimental drug candidates. It is found that the computationally determined vitalities correlate
reasonably well with those derived from the corresponding experimental data. This indicates that
the calculated vitality may be used to identify mutations that would be most effective for the
survival of the virus. Thus, it should be possible to use our approach in screening for mutations
that would provide the most effective resistance to any proposed antiviral drug. This ability should
be very useful in guiding the design of drug molecules that will lead to the slowest resistance.
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I. INTRODUCTION
Human immunodeficiency virus type-1 (HIV-1) protease is an important target of Acquired
Immunodeficiency Syndrome (AIDS) therapy. The protease is composed of two structurally
identical monomers with a pair of catalytic aspartyl residues (D25 and D25') situated at the
bottom of a deep cavity in close proximity to the symmetry axes and the scissile bond of the
substrate.2, 3 This cavity is covered by a so-called flap that controls the access of the
substrate or an inhibitor into the binding pocket.4 The enzyme cleaves the virally encoded
gag and gag-pol polyproteins, which is an essential step for the replication of the HIV,5, 6

releasing enzymes and structural proteins that are essential for viral infectivity (Figure 1).7, 8
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Inhibition of HIV protease activity in infected cells leads to production of immature, non-
infectious viral particles.

Clinically, protease inhibitors are an effective and widely used class of drugs against the
HIV.9 With the exception of tiprinavir, all clinically approved protease inhibitors are
peptidic in nature and mimic the structure of the natural substrate where the scissile peptide
bond is replaced by an uncleavable hydroxyethylene or hydroxyethylamine linkage. These
inhibitors interact with the active site and some non-active site residues. Mutations in the
protein residues may affect affinity for either inhibitor or substrate, or both by altering their
contacts with the interacting residues. Thus, in the presence of a protease inhibitor, there is a
replicative advantage for the HIV variants in the viral population that lowers inhibitor
affinity, while maintaining sufficient catalytic efficiency for the post-translational
processing of the polyprotein gene products of gag and gag-pol.

Although protease inhibitors show significant effectiveness in preventing the progression of
HIV infection, their long-term therapeutic efficacy is limited, due to the rapid emergence of
drug-resistant variants. High replication rates (108−109 virions/day), error-prone reverse
transcriptases (error rate ~ 1 in 10,000 bases) as well as replication strategies favoring
genetic recombination result in rapid evolution of drug resistant variants.10 Consequently,
the pervasive emergence of antiviral resistance is a general problem for current antiviral
therapy. Thus, the current pharmaceutical challenge is to discover potent antiviral agents
which keep plasma viral load at undetectable levels while obstructing the development of
drug resistance.

The availability of the three-dimensional structures with a plethora of information on drug-
resistance mutations has enabled the use of molecular modeling and other structure-based
approaches to evaluate various factors that contribute to the protein-inhibitor binding of the
wild-type as well as mutant enzymes. In particular, the investigation of binding free energies
of drugs to different mutants is thought to provide some clues about the resistance
mechanism. However, considering the enormity of possible mutants, one needs to find
constraints that will drastically limit search for viable mutations. In general, the constraints
that can limit active mutations in enzymes include correct protein folding, the overall
stability and the catalytic function. In HIV-1 protease, the dimeric nature of the enzyme
presents an additional constraint in that every mutation at the genetic level results in a
double mutation at enzyme level. The cleavage sites of HIV-1 protease recognizes and
accommodates at least nine different polyproteins, and share very low sequence similarity.
This further restricts appearance of mutations that will reduce processing below certain
threshold level. Of course, incorporating relevant constraints in computational screening
presents a significant challenge.

Several interesting attempts to explore drug resistance of HIV-1 proteases have been
reported.11–13 For example, Wang and coworkers proposed analyzing the energetics of
binding and residue variability at each sequence position of HIV-1 protease on the basis of
which they tried to predict mutations that may cause drug resistance.11, 13 These studies
suggested that designing drugs that interact more strongly with highly conserved residues
may limit the emergence of resistance. However, the above approach failed to predict the
most likely mutation that may be selected under pressure of an inhibitor when two different
protease inhibitors exhibit the same elevated Ki toward a particular mutant. Apparently,
focusing only on the binding affinity does not provide sufficiently effective constraints on
the design of drugs that can fight the drug resistance problem. In this context, the concept of
vitality14 that describes the correlation between enzyme activity and inhibition of antiviral
replication, suggests a promising direction. That is, according to the vitality concept, by
comparing the parameters for activity and inhibition of wild-type and mutant enzymes, one
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may be able to predict the more likely drug resistance mutation as the one that allows higher
kcat/KM and largest Ki in the mutated enzyme. Thus, the vitality may provide a way to
predict the selective advantage of different mutants in the presence of a particular inhibitor
to wild type HIV-1 protease.1, 14 More specifically, the virus must develop mutations that
allow its enzymes to perform their functions, while reducing the binding affinity of the
currently available drugs. With this idea in mind we developed a strategy for avoiding
resistance, based on analyzing and predicting vitality of different mutations and thereby,
anticipating the moves of pathogen. This strategy can be used to design effective inhibitors
that target different mutants and thus, may reduce the resistance problem.

The initial study of ref1 established, as a proof of principle, our ability to reproduce the
observed vitality factors for HIV-1 protease and DMP323. This work successfully
reproduced the effect of polar / ionized, as well as more difficult to predict, non polar
residues. Exploiting our initial success in predicting drug resistant mutations that evolved
against one inhibitor, we report here an extensive validation study with HIV drug resistant
mutants that evolved under drug pressure. The performance of our approach in this
validation study provides an encouraging support for its potential in fighting drug resistance.

II. METHODS AND SYSTEMS
II.1 CATALYTIC MECHANISM

Our approach requires one to determine the transition state (TS) for the relevant enzymatic
reaction, since this is needed for calculations of the TS binding energy. In this respect we
noted that the catalytic mechanism of aspartic proteases has been studied extensively and
that several mechanisms of action have been proposed.15–21 Some of the proposed
mechanisms reflect the problematic low barrier Hydrogen bond proposal (e.g., Ref20) and/or
reflect gas phase calculations (e.g., Ref16) that cannot capture the effect of the enzyme. At
present, the most convincing and reliable theoretical study is provided by the EVB study of
Åqvist and coworkers,15, 22 who reproduced quantitatively the observed catalytic effect of
the enzyme by the mechanism depicted in Figure 2. In this mechanism, the negatively
charged aspartyl residue abstracts a proton from the catalytic active site water molecule
located between the active site aspartates. The resulting hydroxide ion acts as a nucleophile
and attacks the carbonyl carbon of the amide bond yielding an oxyanion tetrahedral
intermediate. Subsequently, the aspartic residue, which functioned as a general base in the
previous step, acts as a general acid and donates a proton to the nitrogen which then
spontaneously dissociates to hydrolysis products.15, 21 The other aspartic residue, which is
protonated, stabilize the negative charge on the transition state (TS2) carbonyl oxygen. Here
we consider the same mechanism after verifying that is presents the most reasonable option.
The inhibitors considered in this work are depicted in Chart 1.

Our strategy for calculating the TS and the TS binding free energy will be described below.

II.2 COMPUTATIONAL METHODOLOGIES
II.2.a Binding Free Energy Calculations—A key part of our screening approach
involves the ability to obtain reliable binding free energies. This is accomplished by using
the PDLD/S-LRA/β method. 23–25 This method evaluates both the electrostatic and non-
electrostatic contributions to the binding free energy. The electrostatic part is evaluated by
the PDLD/S-LRA considering the electrostatic free energy of transferring a given ligand (l)
from water to the protein by using:

(1)
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where ΔG is the free energy of charging the ligand in the given environment (i.e., w or p).

Using the cycle in Figure 3, we start with the effective PDLD/S-LRA potentials:

(2)

(3)

where ΔGsol denotes the electrostatic contribution to the solvation free energy of the

indicated group in water (e.g.,  denotes the solvation of the protein-ligand complex in
water). To be more precise, ΔGsol should be scaled by 1 / (1 − 1/εw), but this small
correction is neglected here. The values of the ΔGsol's are evaluated by the Langevin dipole

solvent model.  is the electrostatic interaction between the charges of the ligand and the

protein dipoles in vacuum (this is a standard PDLD notation). In the present case, .
 is the intramolecular electrostatic interaction of the ligand. B and UB stand for

calculations with the ligand is bound and unbound respectively. The dielectric εp which is
called εin in Figure 3 is a parameter whose nature is considered in many of our works (e.g.,
Ref26). Now, the PDLD/S results obtained with a single protein-ligand configuration cannot
capture properly the effect of the protein reorganization (see discussion in Ref27). A more
consistent treatment should involve the use of the LRA or related approaches (e.g.,
Ref27, 28). This approach provides a quite reliable approximation for the corresponding
electrostatic free energies by:24

(4)

where the effective potential U is defined in Eqs. 2 and 3, and 〈〉l and 〈〉l' designate an MD
average over the coordinates of the ligand-complex in their polar and non-polar forms. It is
important to realize that the average of Eq. 4 is always calculated where both contributions
to the relevant  are evaluated at the same configurations. That is, the PDLD/S energies
of the polar and non-polar states are evaluated at each averaging step by using the same
structure. However, we generate two set of structures - one from MD runs on the polar state
and one from MD runs on the non-polar state. This is basically the same approach used in
the microscopic LRA but with the effective potential, .

The non-electrostatic term is evaluated by the approach described in Ref24, considering the
contribution of the hydrophobic effect (using a field dependent hydrophobic term), the
contribution of water penetration and van der Waals effect. Our full treatment can also
include calculations of binding entropy by a restraint release (RR) approach (see Ref24),
which is not used in the PDLD/S-LRA calculations (note that the LRA/β include
configurational entropy term implicitly in the β term). However, in some cases, we use a
version where the non-electrostatic contribution is evaluated by the same β term used in the
LRA/β approach. Consequently, we use:

(5)

This is referred to as the PDLD/S-LRA/β approach.
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For the purpose of qualitative assessment, one may make use of the electrostatic group
contributions that offers an extremely fast way for the initial screening using a single set of
MD run on the native protein. The group contribution is defined as the effect of mutating all
the residual charges of the given group to zero. In principle, one may perform such
mutations and evaluate the PDLD/S-LRA binding energy for the given native and mutant.
However, when we are dealing with charged and polar residues, it is reasonable to start with
the faster screening approximation introduced by Muegge and coworkers.29, 30 This
approach evaluates the electrostatic group contributions to the binding energy by looking at
the second term in Eq. 2. This leads to

(6)

where εx = 4 for polar residues and εx = εeff ≈ 40 for ionized residues.

Recently, we demonstrated the ability of our PDLD/S-LRA/β method to accurately predict
the absolute binding free energies of large number of structurally diverse inhibitors and
discussed its implication as an effective scoring function.25 Besides the PDLD/S-LRA/β,
another widely used physics-based approach to score protein-ligand affinity is the molecular
mechanics Poisson–Boltzmann/surface area (MM/PBSA).25, 31 This approach has also been
used in studies of drug resistance11–13 (without the vitality crucial constraint). We note,
however, that although the MM/PBSA simulations of several protein–ligand systems have
been widely reported in the literature, is has drawn some criticism.32, 33 In particular,
although the MM/PBSA and the molecular mechanics generalized born/surface area (MM/
GBSA) methods has clear similarity to our earlier PDLD/S-LRA idea of MD generation of
conformations for implicit solvent calculations, but these methods only calculate the average
over the configurations generated with the charged solute whereas ignoring the uncharged
term. In the MM/PBSA approach, rather than looking for more physical (and complex)
implicit solvent representations. More importantly, this approach has major problems, such
as the treatment of the protein dielectric and the problematic entropic treatment (see Ref26).
In any rate, using the vitality concept may also augment the applicability of the MM/PBSA.

The actual calculations of the binding free energy were performed using the Surface
Constrained All-Atom Solvent (SCAAS)34 boundary conditions and the Local Reaction
Field (LRF) long-range treatment35 that provides a very efficient way of solving the
problem of a proper treatment of long-range electrostatic interactions. The boundary
condition for the protein system is described in Figure S1 (see SI). The binding free energy
of the relaxed structures was evaluated by placing the ligand bound to the protein inside a
water sphere of a 16Å radius. Considering the ligand at the center, the protein-water sphere
was completed to a radius of 18Å by surrounding it with a grid of Langevin dipoles. The
region beyond the 18Å radius was treated as a continuum. A small harmonic potential of the

form, , with A = 0.03 kcal mol−1Å−2, was applied in order to keep the
protein atoms near the corresponding observed positions. The protein atoms outside this
sphere were held fixed and their electrostatic effect excluded from the model. The MD
simulations were performed with the built in polarizable ENZYMIX forcefield.23, 24, 36

Additionally, the PDLD/S simulation system involved the replacement of the explicit water
in the SCAAS model by the Langevin dipoles. The PDLD/SLRA/β simulations involved the
generation of five configurations in the charged and uncharged forms of the ligand by MD
runs of 10ps with a 1fs time step at 300K, and an automatic averaging of the corresponding
PDLD/S effective potential for the generated configurations.
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The starting coordinates of the HIV-1 protease in complex with their respective ligands were
obtained from the Protein Data Bank (PDB).37 The PDB IDs and the corresponding
resolutions of the X-ray crystallographic structures used in this study are as follows: 1QBS38

(DMP323; 1.8 Å), 1HSH39 (Indinavir; 1.9 Å), 1HXW40 (Ritonavir; 1.8 Å), 3D1Y41

(Saquinavir ; 1.05 Å), 1QBR42 (XV638; 1.8 Å) and 1QBT42 (SD146; 2.1 Å).

The partial atomic charges of the ligands were determined from the electronic wave
functions by fitting the resulting electrostatic potential in the neighborhood of these
molecules using Merz-Kollman scheme. The electronic wave functions were calculated with
hybrid density functional theory (DFT) at the B3LYP/6-311G** level, performed with the
Gaussian03 package.43

Depending on the inhibitor, either the symmetrically related D25 or D25' of the HIV-1
protease may be protonated in a complex.

II.2.b Empirical Valence Bond (EVB) Calculations—Our computational strategy
requires us to first simulate the catalytic mechanism of the peptide bond cleavage by HIV-1
proteases. As discussed above we considered here the two TSs in the catalytic reaction of
HIV-1 protease (see Figure 2) and focused on the TS of the rate-limiting step TS1→Int. The
calculations of the activation free energy profile and the TS were performed by the empirical
valence bond (EVB) method.44 This method, which has been described extensively
elsewhere, 44–46 is an empirical quantum mechanics/molecular mechanics (QM/MM)
method that can be considered as a mixture of diabatic states describing the reactant(s),
intermediate(s) and product(s) in a way that retains the correct change in structure and
charge distribution along the reaction coordinate. The EVB diabatic states provide an
effective way for evaluating the reaction free energy surface by using them for driving the
system from the reactants to the product states in a free energy perturbation umbrella
sampling procedure (see Ref44–46). The reason for the remarkable reliability of the EVB is
that it is calibrated on the reference solution reaction and then the calculations in the enzyme
active site reflect (consistently) only the change of the environment, exploiting the fact that
the reacting system is the same in enzyme and solution. Thus, the EVB approach is
calibrated only once in a study of a given type of enzymatic reaction.

The EVB calculations were evaluated by using the MOLARIS simulation program using the
ENZYMIX force field.23, 36 The EVB activation barriers were calculated at the
configurations selected by using the same free energy perturbation umbrella sampling (FEP/
US) approach used in all of our EVB studies. 47–49 The simulation systems were solvated by
the surface-constrained all atom solvent (SCAAS) model34 using a water sphere with a
radius of 18Å, centered on the substrate and surrounded by total of 20Å grid of Langevin
dipoles and then by a bulk solvent, while long-range electrostatic effects were treated by the
local reaction field (LRF) method.35 The EVB for the present reaction has been constructed
by using the EVB states described in Figure 2 (see also Figure S2 in SI). The EVB region
consisted of the peptide bond of the substrate, water molecule and the carboxylate ion of the
D25 (the D25' group does not change its protonation state and is kept in classical region).
The EVB parameters are described in Figure S2, Table SI and SII (see SI). All acidic and
basic residues (R8 and R8', D29 and D29', D30 and D30', R87 and R87') were considered
ionized based on pKa calculations (see Table SIII in SI) performed by the PDLD/S approach
of the MOLARIS program.23, 27, 36 The residue D25' was kept protonated during the EVB
calculations. The FEP mapping was evaluated by 21 frames of 10 ps each for moving along
the reaction coordinate with our all atom surface-constrained spherical model in water as
well as in protein. Initial relaxations were performed at low temperature 30K for 40ps for
each system. All the simulations were conducted at 300K with a time step of 1fs with small
region I constraints of 0.3 kcal mol−1Å−2 in order to keep the reacting fragments near the
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corresponding observed positions. The simulations were repeated 5 times in order to obtain
reliable results with different initial conditions (obtained from arbitrary points of the
relaxation trajectory). This simulation protocol was applied to both reaction steps, the
proton-transfer and the nucleophilic attack.

II.2.c Calculating the Vitality Value—HIV can acquire drug resistance by mutating an
enzyme (here HIV protease) such that it reduces the affinity of the drug to the enzyme (large
Ki) while maintaining a reasonable catalytic efficiency towards the native substrate (namely,
large kcat/KM) which is important for the virus's viability. One way to outmaneuver the virus
is by designing inhibitors whose binding to HIV protease cannot be reduced by mutations
without significantly reducing its catalytic efficiency. Effective computational screening
requires constraints on the ability of the virus to perform its specific function. With this in
mind, we calculate the effect of mutating protein residues with respect to its affect on the
substrate/drug binding and express the ratio as vitality value (γ) as follows:

(7)

Our aim is to express the vitality value in terms of relevant free energies. We start by noting
that the energetics of a chemical reaction in enzyme and in water can be described by the
free energy surface of Figure 4.

Using this figure and standard kinetic description (e.g., see Ref44), we may write

(8)

(9)

(10)

(11)

Using Eq. 8, we can write

(12)

Using Eq. 9, we can write
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(13)

Combining Eqs. 12 and 13, we obtain

(14)

Similarly, the binding affinity (Ki) of the drug may be calculated from free energy estimates
for the binding of the drug to the native or the mutant enzyme.

(15)

The vitality ratio, γ = Kikcat / KM, can also written as

(16)

Finally, we may write

(17)

where M and N denote mutant and native form of the protein, respectively.

A high vitality value suggests that the given mutation will adversely affect the inhibitor
binding more than its effect on the catalytic efficiency of the protease and hence will have a
greater chance to be integrated as a resistance mutation.

The TS binding free energy ΔGbind(TS) was calculated using PDLD/S-LRA/β method (for
details, see Methodology section II.2.a) and its corresponding values were converted to kcat/
KM using Eq. 14. The substrate TS1' model was taken from the rate-limiting step TS1 → Int
of the EVB calculations for the subsequent calculations of the TS binding free energy
ΔGbind(TS). The structure of the HIV-1 protease-substrate complex was taken from the
available X-ray structure (PDB ID: 2NXL; 2.0 Å)50 with a bound long substrate peptide
(GAEVF*YVDGA). Since this structure represents an inactive variant (D25N) of HIV-1
protease, residues N25 and N25' were mutated back to D25 and D25'. Finally, the substrate
was modified to the peptide THQVY*FVRK as shown in Figure 1 for our binding studies,
to reproduce the experimental vitality values reported in Ref 51. For the calculations of the
ΔGbind(TS), the partial atomic charges of the transition-state model TS1' (see Figures S2 and
S3) were calculated using Gaussian03 package.43 All the acidic and basic residues were
considered to be ionized, except for one of the two D25 residues in TS2, that was protonated
in accordance with the pKa calculations (see Table S3 in the SI) performed by the PDLD/S
approach of the MOLARIS program.23, 27, 36

III.RESULTS AND DISCUSSION
The main effort in this work has been directed at the validation of a reliable computational
tool for a reasonably fast detection of existing and likely to emerge resistance mutations.
This approach should help in designing modifications of protease inhibitors to improve their
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effectiveness for resistant variants of HIV-1 protease. The first step toward achieving this
task involved modeling the enzymatic reaction and gaining a quantitative understanding of
the nature of the substrate TS. The modeling of the catalytic mechanism of HIV-1 protease
was accomplished, following Ref22, using the EVB method (as described in the
Methodology section II.2.b) with its free energy perturbation / umbrella sampling
treatment 44, 46 The parameters for the EVB surface were calibrated by forcing the free
energy profile for the solution reaction to reproduce the corresponding results from high
level ab initio calculations and the experimental information considered in Refs15, 22, 52–54

(the detailed description of the calibration procedure for is given in Ref 15, 22). The
calibrated EVB parameters were kept unchanged for the generation of the protein EVB
surface. The free energy profiles from EVB simulations of both the solution and enzyme
reactions are summarized in Figure 5 and in Table I. Overall, the calculated activation free
energies are in agreement with experimental data derived from transition state theory.

The substrate TS1' geometry (depicted in Figure S3 in the SI) and the charge distribution
(Figure S2 in SI) was used as a guide in generating a TS model for the subsequent
calculations of the TS binding free energy.

Although one may argue that different peptide substrates may yield different vitality
values55, 56 we believe that changing substrates should not have an effect on the correlation
for a set of HIV protease inhibitors toward mutation. In the future, we may include several
different substrates representing the natural cleavage sites in the gag and gap-pol
polyproteins. In general however there should not be a major problem in considering several
substrates in a globally optimized function.

The binding free energies of the generated substrate TS1' model was calculated using our
PDLD/S-LRA/β method51 (see section II) and this value was, in turn, utilized to calculate
kcat/KM for the native as well as mutant forms of HIV-1 protease.

Following the calculations of the TS binding free energy we evaluated the absolute binding
free energies of the drugs/inhibitors and compared them with the corresponding
experimentally determined energies.51 The calculated and observed results are summarized
in Tables II, III and Figure 6. As seen from the figure we obtained significant correlation
between the calculated and experimental vitality values, indicating the usefulness of the
modeling approach in predicting drug resistant mutations (Figure 7).

The PDLD/S approach for calculations of absolute binding free energies can also be useful
in estimating the contributions of individual residues to the binding process. Figure 8
provides the group contributions of critical amino acid residues to the overall binding of the
substrate as well as six experimental inhibitors and clinically approved drugs to the protease
enzyme. A very useful definition of these group contributions is the effect of `mutating' the
given residue to glycine, or alternatively of annihilating all the residual charges of the given
residue (see section II.2). Although these definitions are not unique, they provide a `road
map' for the location of `hot' residues whose mutations are likely to change the functional
properties of the protein.57 This approach has been examined in several test cases (see Ref29,
30) and apparently provides reasonable results for an initial screening. It is particularly
predictive when one is interested in the effect at ionized residue (for e.g., Ref58).

The calculated group contributions for the system studies in this work are summarized in
Figure 8. Overall we find that the residues predicted critical to substrate binding are well
characterized, highly conserved residues. The trend obtained from Figure 8 is useful as a
qualitative guide for assessing the key residues involved in the binding of different drugs.
For example, the first inhibitor group includes transition state mimics, namely saquinavir,
ritonavir and indinavir, all of which are FDA approved drugs for the treatment of AIDS.
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Amongst the peptidomimetics, indinavir binds most strongly to the protease inhibitors. The
second group consists of compounds based on DMP323 that was generated on the basis of
de novo concept and became the starting point for the design of second generation non-
peptidic inhibitors, XV638 and SD146, developed to overcome the resistance to DMP323.
As is obvious from Figure 8, these inhibitors bind more strongly to a key catalytic residue,
D25 compared to DMP323. Particularly, XV638 shows strongest binding interactions to
HIV protease. Unfortunately, neither of the aforementioned experimental compounds was
pursued further due to solubility issues. Nevertheless, a clearer understanding of the
strengths and failure of these compounds presents potential for new avenues of non-peptidic
inhibitor design with improved thermodynamical and pharmaceutical properties. This may
enhance our ability to continually design structurally diverse inhibitors effective against both
wild type and predicted mutants and eventually may help reduce the rate of appearance of
resistant variants. Clearly, our approach can be used to screen novel chemical entities
against the mutant predicted by our vitality studies.

III.1 Performance Assessment
To assess the effectiveness of the reliable mutation screening, it is important to address
information about the computational resources needed to obtained reliable results. The time
required to perform the EVB calculations for two reaction steps for one system is 17 hours
using one processor. Fortunately, the EVB calculations is only needed for defining the TS
and this can be done only for the native enzyme as the rest of the calculations just involve
evaluation of the TS binding energy. The rate determining part of the vitality calculation is
the evaluation of the binding energies of the TS and the drug candidate. Performing such
calculations using the PDLD/S-LRA/β approach allows us to study 11.8˙105 mutants in 24
hours using 1000 processors (for detailed information see Ref25). A faster mutation
screening, we may use our coarse grained (CG) model59 for predicting protein-ligand
binding with a reasonable reliability. The calculations can be streamline by initial evaluation
of group contribution and focusing first on the mutants with the largest group contribution.

IV. CONCLUSIONS
This work examined our strategy for using computational predictions of vitality values as a
new paradigm for fighting drug resistance. The essence of the computational strategy is the
ability to predict the likely moves of the virus through constraints on both binding and
catalysis. Such predictions should help in designing inhibitors capable of overcoming the
effects of drug resistance mutations. Focusing on vitality prediction offers a major new
addition to current approaches of fighting drug resistance, by using actual calculations of the
binding energies of transition states and transition-state analogs in addition to the standard
calculations of binding affinity of the inhibitor molecules. Such calculations can identify the
subset of residues that are essential to catalysis as well as a formulation showing how these
residues interact with different drugs.

The parameter and the approach used for decomposing the binding energies to individual
contributions can potentially be used to assist the design of resistance-evading drugs for any
target. The applicability of this method may be extended to analyze multiple mutations by
assuming additively of the contribution of each mutant in future studies. Most significantly,
the vitality values obtained in the present study reproduce the experimentally obtained
values and corresponding drug resistance. The present work clearly shows the success of
PDLD-S/LRA/β in single resistant mutation prediction, which suggests the potential of
applying the protocol to predict multiple resistant mutations and/or to evaluate the potency
of a large number of inhibitors during drug development, however not without limitations.
The avalanche of accumulated data from actual experiments with diverse inhibitors and
from resistant variants (identified during clinical exposure to drugs targeting protease
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enzyme) points toward an intricate pattern of resistance mutations which is not yet fully
understood. Nevertheless, information resulting from such studies may contribute to a basic
understanding of this phenomenon at a structural and thermodynamical level. Incorporation
of this knowledge may add some value to either designing a new inhibitor de novo or
modify an existing drug such that the virus cannot render the drug inactive by mutation
without losing its efficiency.
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Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Showing the HIV-1 protease dimer, highlighting the two catalytic aspartates, the P1 and P1'
site residues (Val82 and Ile84), and the substrate (ATHQVY*FVRKA: where `*' designate
the site of cleavage).
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Figure 2.
The most likely catalytic mechanism for HIV-1 protease.
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Figure 3.
A thermodynamic cycle for calculating binding energy using the PDLD/S method. l and l′
represents the charged and uncharged forms of the ligand, respectively, while ℓ″ and
represents the ligand being reduced to “nothing”. The inner binding cycle (b→c→d→a)
corresponds in part to the cycle described in Ref28. The electrostatic terms associated with
b→c and d→a are evaluated by the external cycles in the figure (b→g→h→c and
d→j→i→a) and are evaluated by using Eqs. 2 and 3 (in the text) with εin = 4. The free
energy  and the other contributions of  are evaluated by Eq. 5 (in the text) using
an approximation to the c→e→f→d cycle. For more details, see Ref24, 25.
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Figure 4.
Defining key parameters that determine the catalytic effect. ΔGbind(RS) and ΔGbind(TS)
stand for the binding energies of the reactant state and transition states, respectively. E, S, E
+ S, ES, and (ES)‡ stand for enzyme, substrate, enzyme + substrate isolated in water,
enzyme-substrate complex, and enzyme-substrate complex in the transition state.
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Figure 5.
The calculated free energy profile for the peptide hydrolysis reaction catalyzed by HIV-1
protease. The figure depicts the activation free energy barriers for the reaction in water
(dashed line) as well as the reaction in protein (solid line).
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Figure 6.
A graphical representation of the calculated and experimental vitality values for mutant of
HIV proteases (see also Table III). For clarity purposes, the mutants studied here are color
coded as follows: V82A (red), V82F (blue) and I84F (black).
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Figure 7.
Calculated and experimental vitality values obtained with the PDLD/S-LRA/β method. The
color in each element refers to the calculated energy in kcal/mol. Drug resistant mutants are
expected when vitality value is greater than 1.
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Figure 8.
Electrostatic contributions of the main chain and the side chains of HIV protease to ΔGbind
for the substrate and the inhibitors.
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Chart 1.
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