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As the dominant physiological solvent, water drives the folding of biological macromolecules, in-
fluences conformational changes, determines the ionization states of surface groups, actively partici-
pates in catalytic events, and provides “wires” for long-range proton transfer. Elucidation of all these
roles calls for atomistic simulations. However, currently available methods do not lend themselves
to efficient simulation of proton transfer events, or even polarizability and flexibility. Here, we report
that an explicit account of valency can provide a unified description for the polarizability, flexibil-
ity, and dissociability of water in one intuitive and efficient setting. We call this approach LEWIS,
after the chemical theory that inspires the use of valence electron pairs. In this paper, we provide
details of the method, the choice of the training set, and predictions for the neat ambient liquid,
with emphasis on structure, dynamics, and polarization. LEWIS water provides a good description
of bulk properties, and dipolar and quadrupolar responses. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.3688228]

I. INTRODUCTION

Where computer simulations are concerned, it is impor-
tant that the model fit the application with respect to both the
level of detail and the computational burden. For water, the
range of models is broad, from the continuum dielectric1 to
high-level quantum mechanics.2 Within this range, empirical
atomistic representations occupy an important niche with re-
spect to length scale and efficiency.3, 4 The most basic, “rigid
water” construct, with fixed OH bond length, HOH angle,
and distribution of partial charges, dates to the pre-computer
era5 and still forms the basis of modern mainstream mod-
els, such as the TIPnP’s,3, 6–8 or the SPC’s,9, 10 while flexible
variants,11–13 with variable bond lengths and bond angles, pro-
vide improved descriptions of bulk liquid properties.

Recently, more ambitious water models have addressed
the polarizability of water.14–18 Water undergoes substantial
internal charge rearrangements in response to neighboring
molecules. For example, the molecular dipole moment in-
creases by as much as ∼60% from the gas phase to the
liquid.19 These changes are usually modeled by adding oscil-
lating, distributed, or variable charges at some extra computa-
tional expense. The last decade has seen promising validation
and growing acceptance of polarizable models.20

However, polarizable models remain incapable of break-
ing bonds. For simulations of reactions, the gold stan-
dard is quantum mechanics (QM) where the solution to
Schrödinger’s equation is numerically approximated for a
many-body problem of nuclei and electrons. In principle,
ab initio QM methods, can represent both polarization and
reactions in arbitrary settings. Liquid water, in neutral,2, 21, 22

protonated23 and deprotonated states,24–26 and ice27 have
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been rigorously studied by QM methods, and one study on
autoionization28 has managed to bypass computational time
limitations by using transition state theory. However, the QM
computational burden limits applications to relatively small
systems, even with frugal basis sets and the use of density
functional theory (DFT).

Empirical approaches, which can simulate far larger sys-
tems for far longer times, have generally restricted water re-
activity to “protonation.” Several hydronium or excess proton
models have been reported.29 In addition, flexible30 or even
polarizable31 multi-state empirical valence bond methods can
be applied accurately to excess protons in the bulk,31, 32 at
interfaces,33 and in biologically relevant media.34 Empirical
valence bond (EVB) methods are based on Warshel’s gen-
eral theory of valence states35 where an arbitrary system con-
figuration is expressed as a sum of multiple valence states
weighted by energy optimized coefficients. While EVB is ap-
plied in the region of interest, other water molecules are typi-
cally described by a simple model. EVB states have also been
developed for deprotonated systems37 by using a charged ring
model for hydroxide.36 However, the excess proton and pro-
ton vacancy constructs have yet to be integrated.

Recently, we have unified polarization, flexibility, proto-
nation, and deprotonation in one efficient and self-consistent
construct by taking explicit account of valency.38 Our ap-
proach is related to that of Stillinger’s central force model39

and polarization model90 in the sense that carefully designed
pairwise potentials allow full dissociability. However, we ob-
viate extra polarization constructs by taking explicit account
of valency. Specifically, we unpack each water molecule into
a +6e charged core (i.e., the combination of a +8e oxygen
nucleus and a –2e pair of 1s electrons) surrounded by four
−2e charged valence electron pairs and two protons bearing
+1e charges.38 These LEWIS particles are all independently
mobile and represented by point locations that give the
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electron pairs a pseudo-classical nature. For efficiency, in-
teractions are pairwise only. Quantum effects (i.e., electron
delocalization and Pauli exclusion and dispersion) are incor-
porated implicitly in the deviations of the interactions from
Coulombic at relevant distances. The functional forms and
parameterization are optimized against a training set that in-
cludes: the structures of neutral, protonated and deprotonated
monomers, and dimers; monomer proton affinities; the hydro-
gen bond energy; the rotation7 and stretching40 landscape of
the neutral dimer; the proton hopping barrier in the deproto-
nated dimer;41 and the ambient density of bulk water. Refer-
ence data are taken from the literature, with priority given to
experimental results. High-level quantum mechanical calcu-
lations are considered only when experimental values are not
available.

In this paper, we present the analytical forms of the
LEWIS potentials, describe the molecular mechanics setup,
and report ambient liquid state results with emphasis on liquid
structure, dynamics, and polarizability. Because polarization
in LEWIS is an incidental benefit of freely mobile protons
and valence electron pairs, it does not play a direct role
in training the potentials. The response occurs simply via
subtle intramolecular rearrangements that involve stretched
covalent bonds and an expanded bond angle. Reorganiza-
tion of electron pairs also contributes, resulting in accurate
dipolar and quadrupolar changes. In this respect, LEWIS
addresses a longstanding problem of simple flexible and
polarizable empirical water models that have difficulties in
reproducing the experimentally observed42 and quantum me-
chanically supported43 changes of the water geometry in the
liquid state.11, 14, 44, 45

II. LEWIS MODEL

A. Potentials

Upon testing various combinations of different functional
forms we arrived at the following set of six pairwise potentials
for interactions between our three types of particles, valence
pairs (V), hydrogen nuclei (H), and oxygen cores (O):
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where r represents the interparticle distance, q represents the
particle charge (+6 for O, +1 for H, and −2 for V), and
other symbols represent parameters adjusted to provide the
best agreement with the physical data in the training set. Note
that the leading electrostatic term is softened in the three
cases involving valence pairs, and not otherwise. This soften-
ing reflects the diffuse and responsive nature of the electron
pairs. Additional terms reflect Pauli exclusion (between va-
lence pairs in the VV interaction and between valence pairs
and the 1s electrons in the VO interaction) and dispersive at-
tractions (in the OO and OH interactions). Dispersion is finite
in the short range and follows an inverse sixth power in the
long range.46

The choice of the potential forms is based on a rigor-
ous evaluation of over ∼300 different combinations. Both the
mathematical forms and the training set were allowed to coe-
volve in light of the results of typically several hundred opti-
mization trials for each.

1. Coulomb softening is found to be well represented by
triple-square roots with multiple parameters. The use of
a four-parameter variant in the VH potential was crucial
to address the rotational barrier of the water dimer. Less-
flexible forms typically overestimate this barrier, yield-
ing a “frozen” liquid due to virtually permanent hydro-
gen bonds.

2. The explicit dispersion terms were needed primarily to
fit the thermodynamic properties and the geometries of
the ionic dimers. The shifted polynomial form, with a
finite value at zero distance, allowed for large attractions
at bonding distances and inverse sixth power decay at
long distances.

3. Exclusion terms are important among explicit valence
electron pairs and between valence electron pairs and
implicit core electrons. Core-core exclusions, analogous
to, e.g., the inverse 12th power polynomial of Lennard-
Jonnes, were not helpful.

B. Potential optimization

The best parameters are obtained using a double-layer
optimization program. The outer layer explores potential pa-
rameters, seeking those that minimize weighted deviations
from structural and thermodynamic data in the training set.
These deviations are calculated by the inner layer after ex-
ploring the structural parameters of species in the training set
to find those that minimize the energies given the current set
of potential parameters. Structure optimizations are expedited
by making use of all applicable molecular symmetries (in-
cluding symmetries of electron pairs). Minimum energy con-
figurations are then validated in Monte Carlo47 simulations
without the symmetry constraints.

The weights given to elements of the training set in
the outer optimization are varied from one run to another
in order to facilitate a full exploration of the parameter
space. Taking the weight of the H2 molecular bond length
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TABLE I. Model parameters used in Eqs. (1)–(6). Distances (ρ’s) are in
Ångstroms, energies (κ’s) are in atomic units, and τ ’s are unitless.

Parameter Value Parameter Value

ρVV1 0.12820 ρVV2 0.52780
ρVV3 0.72342 κVV 1.95019
ρVH1 0.09122 ρVH2 1.07407
ρVH3 0.56994 ρVH4 0.59761
ρVO1 0.59188 ρVO2 0.42553
ρVO3 0.47725 ρVO4 0.07272
ρOH 1.08820 ρOO 2.94886
κOH 1.98485 κOO 0.22145
τOH 1.54600 τOO 8.05300

TABLE II. LEWIS fit to monomer and dimer features. rOH and rHH denote
covalent bond lengths, θHOH the HOH bond angle, and PA the proton affinity.
All reference values are experimental, except for the O-O distance of the
deprotonated dimer, which is taken from a quantum mechanical calculation.

Molecule Feature Unit Model Reference

H2O rOH Å 0.94 0.958a

θHOH deg 104.7 104.4a

PA kJ/mol 617.8 691.0b

H3O+ rOH Å 0.96 0.976c

θHOH deg 109.2 111.3c

OH− rOH Å 1.01 0.964d

PA kJ/mol 1671.2 1635.1e

H2 rHH Å 0.66 0.741f

H− PA kJ/mol 1667.3 1675.3g

(H2O)2 rOO Å 2.85 2.976h

θdonor deg −53.4 −51.0h

θ acceptor deg 41.3 57.0h

H5O2
+ rOO Å 2.38 2.40i

H3O2
− rOO Å 2.38 2.47j

aReference 80.
bReference 81.
cReference 82.
dReference 83.
eReference 84.
fReference 85.
gReference 86.
hReference 87.
iReference 88.
jReference 41.

FIG. 1. Monte Carlo results for the potential energy of a water molecule as
one of its protons is moved toward and away from the oxygen. In the insets,
oxygen is rendered in red, protons in white, and electron pairs in green. The
depth of the minimum relative to the dissociation limit (rO-H →∞) corre-
sponds to the proton affinity of hydroxide.

as 1, other structural features typically have weights of
4-12 for H2O and H3O+, 2–5 for OH−, and 6–10 for the
three water dimers. Proton affinities have relative weights of
2-3 for H2O and OH−, and 0.05–0.1 for H−. The hydrogen
bond enthalpy in the neutral dimer generally carries a relative
weight of less than 0.5 (see discussion of trade-offs below).
Although dimer dissociation and rotation landscapes are sam-
pled at 8–10 equally spaced positions along the reaction coor-
dinate, most weight eventually focuses on a few crucial posi-
tions around a prominent energy barrier or wall, with weights
comparable to those used for the energy minimum. Short
(200 ps – 1ns) NPT simulations at 300 K and 1 atm are run on
promising parameter sets to determine liquid water density.

The parameter values for the potentials are listed in
Table I, the degree to which the interactions accommodate
the features of monomers and dimers is shown Table II, the
monomer dissociation curve is shown in Fig. 1, and results
for small clusters are shown in Table III. The fits in Table II
and the predictions in Fig. 1 and Table III show that strictly
pairwise potentials are capable of approximating a wide range
of phenomena.

TABLE III. LEWIS predictions for small neutral water clusters and comparison with QM results. (Refs. 75 and 89)
Here n denotes the number of monomers and nhb the number of hydrogen bonds. The formation enthalpy is given by �E
= (Ecluster – n EH2O), and the energy per hydrogen bond is given by �Ehb = (�E / nhb). For O-O distances (rOO), ranges
are given. QM distances are taken from the structures provided by one of the authors (S.X.) of the QM references. The
twisted prism hexamer of LEWIS is compared with the straight prism hexamer predicted by QM. The latter has nine
hydrogen bonds.

−�E −�Ehb rOO rOO, QM −�EQM

Cluster n nhb (kJ/mol) (kJ/mol) (Å) (Å) (kJ/mol)

(H2O)2 2 1 25.27 25.27 2.85 2.91 20.85
(H2O)3 3 3 72.71 24.24 2.74–2.76 2.79 66.28
(H2O)4 4 4 137.2 34.29 2.69–2.70 2.73 115.68
(H2O)5 5 5 188.7 37.73 2.63–2.67 2.71–2.72 151.90
(H2O)6,cycle 6 6 235.4 39.23 2.63–2.64 2.71 187.61
(H2O)6,prism 6 7 234.6 33.52 2.62–2.84 2.65–2.95 192.01
(H2O)8, D2d 8 12 361.3 30.11 2.70–2.87 2.67–2.84 305.39
(H2O)8,S4 8 12 361.3 30.10 2.69–2.91 2.66–2.84 304.72
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C. Molecular dynamics

Newton’s equations of motion are solved using a time
step of 0.2 fs and electron pair mass of 1 amu. Nuclei
are given the masses of their most common isotopes (mO

= 16 amu and mH = 1 amu). Temperature is maintained at
300 K using stochastic velocity rescaling48 with a time con-
stant of 0.1 ps. Electrons and nuclei are subject to separate
thermostats to avoid spontaneous energy transfers between
the two groups. Pressures are maintained at 1 atm using an
isotropic Parrinello-Rahman barostat49 that does not distin-
guish between intra- and intermolecular degrees of freedom.
The coupling constant is 20 ps. Stronger coupling can lead
to unphysical acceleration of electron pairs. Residual center
of mass motion is subtracted every 100 steps. Simulations are
run using GROMACS, version 4.5.3,50 where LEWIS interac-
tions are introduced as tabulated potentials. NPT and NVT
ensembles are run in single precision leap-frog algorithm51

and NVE in double precision Velocity-Verlet.52 The neighbor
list radius is 11 Å and the lists are updated every 25 steps
(5 fs). Trajectories were saved every 100 fs.

An 11 ns simulation was run with 500 water monomers
in a cubic box with periodic boundaries. The run began
with conjugate gradient energy minimization of randomly dis-
tributed monomers following a 1 ns NPT simulation and a

10 ns NVT production run. A separate 2 ns NVE run was per-
formed to benchmark energy conservation. Two separate 5 ns
NPT simulations of the 500 H2Os box (at 1 atm, and 300 K
or 295 K) were run to estimate the heat capacity at constant
pressure.

Analyses use GROMACS subroutines as well as home-
made scripts. Diffusion constants are calculated from the
slopes of mean square displacements using the Einstein
relation.53 Dielectric properties are calculated using the con-
ventional dipole fluctuation formula54 where monomers are
wrapped at the periodic boundaries. The heat capacity per
monomer (at 297.5 K) was obtained by dividing the total en-
ergy difference (H = H300 K – H295 K) by the temperature dif-
ference (T = 5 K).

D. Long-range electrostatics

We compensate for long-range interactions by using a
novel version of force shifting, also known as the shifted force
gradient, as described earlier.55 This pairwise scheme modi-
fies original potentials such that their first two derivatives go
smoothly to zero at the cutoff. For example, for an original
interaction potential U in Eq. (1)–(6), the long-range compen-
sated potential Uc and its associated compensated force Fc are
given by the relations,

Uc(rij ) =
{

U (rij ) − U (rc) − (rij − rc)
dU (rc)

dr
− 1

2
(rij − rc)2 d2U (rc)

dr2
rij ≤ rc,

0 rij > rc,

(7)

Fc(rij ) =
⎧⎨
⎩−dU (rij )

dr
+dU (rc)

dr
+(rij−rc)

d2U (rc)

dr2
rij ≤rc,

0 rij >rc,

(8)
where rij denotes the distance between particles i and j,
and rc denotes the cutoff distance. LEWIS is parameter-
ized for rc = 9 Å, which outperforms smooth particle mesh
Ewald by ∼ 8%-9% in CPU time.55 Note that Fc = −∇Uc

and compensated forces are energy-conserving (also see
Sec. III).

III. RESULTS

A. Structure and dynamics of ambient liquid water

The LEWIS description of the ambient neat liquid is
similar to that obtained by Car-Parrinello using the HCTH
functional, which was reported to perform well in predict-
ing liquid water properties.56, 57 The radial distribution func-
tion, gOO (Fig. 2), correlates well with the most recent model-
independent diffraction data58 in terms of first peak position
and height, while other features are somewhat shifted and ex-
aggerated as in the Car-Parrinello structure. The peaks of gOH

and gHH behave similarly (Fig. 2). Consistent with this excess
order, diffusion is somewhat slow, with DH2O = 0.11 Å2 ps−1

compared to the experimental DH2O = 0.23 Å2 ps−1.59 Slow

FIG. 2. Radial distribution functions of ambient water at 300 K: LEWIS
(red), Car-Parrinello with the HCTH functional (blue), (Ref. 56) and experi-
mental (black) (Ref. 58).
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diffusion is common in polarizable models.18 Coordination
numbers at Rc = 3.3 Å (nc) and Rc2 = 5.5 Å (nc2) are 3.89
and 22.22, respectively (vs. experimental nc = 4.26 and nc2

= 22.39 (Refs. 11 and 60). At 300 K and 1 atm, the density
(ρ) is ∼0.995 g/cm3 and the heat of vaporization (�Hvap) is
33.24 kJ/mol (vs. experimental ρ = 0.997 g/cm3 (Ref. 61) and
�Hvap = 44.02 kJ/mol (Ref. 62) at T = 298.15 K). Similar
deviations in �Hvap typically occur in quantum mechanical
calculations63 and in empirical models that are not optimized
for this feature.4 The estimated heat capacity at constant
pressure (see Methods) is more than twice the experimental
value, as expected given the additional classical degrees of
freedom12, 15, 64 inherent in the LEWIS electron pairs.

B. Polarization and dielectric response

LEWIS predicts a distribution of monomer dipole mo-
ments in the neat liquid with an average of 〈μ〉 ∼2.64 D and
a width at half maximum of ∼0.54 D (Fig. 3, right panel),
consistent with the range of currently accepted experimen-
tal estimates65 and with DFT predictions of 2.66 D.22 The
LEWIS gas phase dipole moment of μ = 2.01 D is higher
than the experimental 1.85 D,66 but less so than in rigid, non-
polarizable models such as TIP3P (2.35 D) (Ref. 7) or SPC
(2.27 D) (Ref. 9), where the dipoles are optimized between
the gas and liquid state values.

The traceless quadrupole moment tensor Q is calculated
according to

Qαβ = 1

2

∑
i

qi

(
3riαriβ − r2

i δαβ

)
, (9)

where ri is the position of particle i relative to the center of
mass, α and β denote x, y, or z coordinates, δ is the Kronecker
delta function, and the sum over i goes through all particles of
the molecule (see, e.g., Wu et al.11). Following convention we
set the molecule in the yz-plane with the sum of the two OH
bond vectors along the z-axis. In the gas-phase LEWIS pre-
dicts Qxx = −2.55, Qyy = 2.58, and Qzz = −0.033 DÅ which
agree well with the experimental values, −2.50, 2.63, and
−0.13 DÅ, respectively.67 In the liquid state, MP2,65 DFT,68

and coupled-cluster calculations69 all predict a 6%–13% in-
crease in the breadth of the tensor. A similar effect is also ob-
served in LEWIS which predicts mean diagonal quadrupole
moments in the liquid state of Qxx = −2.86, Qyy = 2.92, and

FIG. 3. Flexible polarization response of LEWIS water in liquid at 300 K.
White, red, and green spheres represent hydrogen, oxygen, and valence pair
particles, respectively. Arrows in the left panel indicate direction of changes
in distances from the oxygen, and arrows in the middle panel identify the
changes in angles. Red arrows refer to protons, and green arrows to electron
pairs. The right panel shows the distribution of dipole moments in the liquid.

FIG. 4. Distribution of all six elements of the quadrupole tensor at 300 K.
Note that normalization imposes an inverse relation between peak heights
and widths. For the principal components, e.g., this implies that σQxx < σQzz
< σQyy. The greatest variance is observed in the molecular (yz) plane.

Qzz = −0.060 DÅ and off-diagonal elements close to zero.
It is also noteworthy that the six quadrupole elements exhibit
different variances with the greatest being in the molecular
plane (Fig. 4). To the best of our knowledge, no experimental
data are yet available for comparison.

In the liquid state, the distribution of bond angles and
bond lengths is broad (Fig. 5), with average values expanded
by ∼0.4◦ and ∼0.01 Å relative to the monomer. This trend is
consistent with experimental results,42 but is not captured by
most flexible models.14, 15 Geometry-dependent electronic po-
larization has been suggested as a requirement for capturing
this effect correctly.11, 43, 44 Consistent with Wannier function
analyses,19 the LEWIS electrons assume a more spherical dis-
tribution in the liquid state, in that bonding pairs are drawn
somewhat closer the oxygen nucleus while lone pairs drift
somewhat further away, and the angular arrangement shifts
towards tetrahedrality (Fig. 3). While the average physical
displacements are small in magnitude, the impact on the over-
all polarization is substantial due to the full ionic charges of
the particles. The dielectric constant ε0 at 300 K converges
to ∼71.9 (Fig. 6), and finite and infinite Kirkwood factors to
Gk ∼ 2.99 and gk ∼ 2.01, respectively (vs. experimental ε0

= 78.49 (Ref. 70 and gk = 2.90 71 at T = 298.15 K).

C. Conservation of total energy

One concern about reactive methods is energy
conservation.30, 31, 72 While the precision of a non-reactive
force field is typically limited by the integrator, most reactive
simulations involve calculations that may affect “complete-
ness” such as basis states expansions31 or massive multi-body
interactions.73 LEWIS with long-range compensation (see
Methods) enjoys the simplicity of smooth pairwise potentials,
which yield good energy conservation, even in tabulated
forms. Total energy drift in a system of 500 ambient water
molecules is within half a kJ/mol ns−1 and may be reduced
further by the use of analytical forms. As noted in Methods,
we monitor the temperatures of individual particle groups,
i.e., TO, TH, and TV, to detect spontaneous energy transfers
that may slow dynamics and affect observables. In our
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FIG. 5. Distribution of intramolecular angles and distances in the liquid
state. Here, “L” denotes a lone pair and “B” a bonding pair. The molecular
angle, H-O-H, has a broader spread than the angles involving electron pairs.

experience, constant energy simulations, as well as badly
configured NPT and NVT setups, are prone to this effect.

D. Computational efficiency

While the proliferation of sub-molecular particles is
rarely desirable, especially in large-scale systems, the am-

FIG. 6. Time evolution of the dielectric constant ε0 of water at 300 K. Rea-
sonable convergence occurs within 10 ns.

phiproticity and polarizability provided by LEWIS justifies a
reasonable computational cost. In its current sub-optimized
implementation (see Methods), single-precision LEWIS is
∼5-fold slower than TIP5P per time-step, as tested on a 2.26
GHz 8 Core MacPro workstation running a cubic box of 500
water molecules subject to periodic boundaries. A similar ini-
tial performance was observed for the polarizable (but unre-
active) AMOEBA description of water.16 Obviously, there is
room for improvement as tabulated potentials can be mem-
ory intensive and the inter-nuclear potential forms are simple
enough that analytical evaluation may be faster than spline
interpolation.74

IV. CONCLUDING REMARKS

In LEWIS, we have developed a chemically intuitive and
reasonably simple model that can capture essential features of
molecular reactivity, polarizability, and flexibility in a seam-
less manner. Indeed, it is conceptually difficult to separate po-
larization from a dissociation or association event. Especially
for the hydrides of an electronegative element such as oxy-
gen, strong bond polarization typically signals the beginning
of a reaction, while geometric rearrangements typically ac-
commodate the approach of a nucleophile or electrophile. For
example, the bond angle of water increases by 5◦–7◦ upon
protonation. Such changes should occur continuously in or-
der to capture meaningful transition states and obey energy
conservation.

The structures and dynamics that LEWIS predicts for liq-
uid water are comparable to DFT predictions which are or-
ders of magnitude more demanding in computational power.
However, like any model, LEWIS has its limitations, some
inherent in the underlying approach, and others due to the im-
possibility of exhaustively exploring its novel space of poten-
tial functions and parameters. With regard to the underlying
approach, LEWIS makes two key assumptions in the inter-
ests of efficiency: a pseudo-classical treatment of the elec-
trons in pairs, and a neglect of multi-body interactions. The
former more than doubles the number of degrees of freedom
that can be thermally activated, a major consequence of which
is a proportional increase in the heat capacity. The pointillist
representation of the electron distribution also fails to account
for delocalization. A notable case is hydroxide where the lone
pair arrangement enforces three-fold symmetry, a poor rep-
resentation of the proposed donut-shape of the lone pairs.25

The main consequence of eschewing multi-body interactions
is difficulty in matching the dihedral angles of the deproto-
nated dimer41 and hydrogen peroxide.76

Within the LEWIS approach, we encountered a num-
ber of trade-offs in the space of potential functions that we
were able to explore. For example, the overestimation of wa-
ter dimer enthalpy (see Table III), also an issue in common
water models such as TIP3P or SPC,6 resulted from a re-
duced weight given to this feature in the interest of better fits
to other properties (see Sec. II B). Also noteworthy in this
category is the behavior of hexameric water clusters. An ear-
lier parameterization of LEWIS, based on a strictly gas phase
training set,38 favored cage-like hexamers over ring-like ones,
in agreement with high-level QM calculations.75 On the other
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hand, the LEWIS parameters reported here do the opposite
(see Table III). However, the energy differences involved are
fairly small and it is unrealistic to expect chemical accuracy
from an empirical model for reactivity, especially in its early
stages. It remains that the compromises made in the interests
of a highly efficient construct have presented fewer trade-offs
than initially expected. This is due to the detailed nature of the
potential forms and the training sets that have been employed.

Our follow-up studies with LEWIS will focus on protonic
defects in bulk water (i.e., hydrated hydronium and hydrated
hydroxide). Our understanding of the solvation of these ions
and the relevant proton transfer dynamics has significantly in-
creased over the past decade thanks to both neutron diffrac-
tion experiments77 and ab initio simulations.24, 78, 79 However,
both diffraction experiments and high-level theory require
extremely high ion concentrations. This is unfortunate be-
cause, at least in the case of hydroxide, the solvation struc-
ture is significantly concentration dependent.79 LEWIS is not
so constrained; with its ability to simulate thousands of water
molecules on a common desktop platform, overlap between
the ion solvation shells can be drastically reduced.

More generally, the approach presented here suggests a
new direction for incorporating reactivity in routine molec-
ular mechanics. Current work is extending the model to the
hydrides of other elements of the second row of the periodic
table with the goal of efficient simulations of organic reac-
tions. We expect that such simulations will suggest reaction
pathways that can then be explored by QM if more quantita-
tively accurate results are needed.
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