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Abstract

A significant number of macromolecular structures solved by electron cryo-microscopy and X-ray
crystallography obtain resolutions of 3.5-6A, at which direct atomistic interpretation is difficult.
To address this, we developed pathwalking, a semi-automated protocol to enumerate reasonable
Ca models from near-atomic resolution density maps without a structural template or sequence-
structure correspondence. Pathwalking uses a novel approach derived from the Traveling
Salesman Problem to rapidly generate an ensemble of initial models for individual proteins, which
can later be optimized to produce full atomic models. Pathwalking can also be used to validate and
identify potential structural ambiguities in models generated from near-atomic resolution density
maps. In this work, examples from the EMDB and PDB are used to assess the broad applicability
and accuracy of our method. With the growing number of near-atomic resolution density maps
from cryo-EM and X-ray crystallography, pathwalking can become an important tool in modeling
protein structures.

INTRODUCTION

Macromolecular assemblies are critical for nearly every biological process, and thus
extremely important in discovering targets for disease prevention, as well as increasing our
knowledge of basic cellular events (Sali et al., 2003; Sali and Kuriyan, 1999). The most
common techniques for imaging macromolecular assemblies are X-ray crystallography and
electron cryo-microscopy (cryo-EM) (Chiu, Baker and Almo, 2006). While X-ray
crystallography is capable of resolving macromolecular assemblies, it is often difficult to
obtain well-diffracting crystals and construct atomic models for larger or less stable
assemblies. As such, it is typically used to solve the structures of single proteins or small,
stable protein complexes. In cryo-EM, a sample does not need to be crystallized; rather,
thousands of individual particle images from a solution environment are combined to
generate a 3-D density map for very large (200+ kDa) and often transitory complexes
(Baumeister and Steven, 2000; Frank, 2002).

Both X-ray crystallography and cryo-EM encounter frequent difficulties in obtaining
structures of large assemblies at atomic resolution (better than 3 A). Nearly one-third of all
the macromolecular assemblies (>300 kDa) solved by X-ray crystallography have
resolutions worse than 3.5 A. While cryo-EM has resulted in several near-atomic resolution
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(3.5-4.7 A) density maps (Zhou, 2008; Grigorieff and Harrison, 2011; Baker et al., 2010;
Hryc et al., 2011), the vast majority of cryo-EM maps have resolutions between 5 and 20 A.
For such cryo-EM maps, fitting atomic models of known components, typically from X-ray
crystallography, is a relatively common approach for building models of entire assemblies.
However, fitting individual structures may not accurately reflect the structure of the
component in the context of the assembly or in solution.

Typically in analyzing macromolecular assemblies, a density map is examined for visible
features (Baker et al., 2010). At low resolutions (worse than 10 A), this may describe the
overall size and shape of the assembly and locations of individual components. At
subnanometer resolutions, secondary structure elements (SSE) become visible, with a-
helices appearing as cylinders and B-sheets appearing as thin surfaces (Baker, Ju and Chiu,
2007; Jiang et al., 2001). At near-atomic resolutions (3.5-4.7 A), additional features become
discernable in a density map such as the pitch of helices, separation of individual strands in
B-sheets and even some bulky sidechains (Ludtke et al., 2008; Zhang et al., 2008). However,
it is presumed that the polypeptide chain may not be confidently resolved until ~3.5 A
resolution (Blundell and Johnson, 1976), limiting direct model building at non-atomic
resolutions.

Despite the ambiguity in intermediate resolution density maps, model building is still
possible. In cryo-EM, de novo modeling techniques (Baker et al., 2011) have been used to
construct models for a variety of samples at resolutions better than 5 A (Chen et al., 2011;
Liu et al., 2010; Zhang et al., 2010; Cong et al., 2010; Jiang et al., 2008; Ludtke et al.,
2008). In these examples, SSEs were used to infer topological information when coupled
with a density skeleton (Ju, Baker and Chiu, 2007; Abeysinghe et al., 2008b; Abeysinghe
and Ju, 2009).

De novo modeling relies heavily on visual interpretation, clearly defined SSEs in both the
sequence and density map and manual structure assignment. Registration of SSEs in the
sequence and structure, combined with geometric information, can then be used to anchor an
initial protein backbone trace in the density map (Abeysinghe et al., 2008a). Without
reliably detectable SSEs, no or possibly wrong correspondences between sequence and
structure can be determined. In these cases, without a priori knowledge, accurate models
cannot be constructed. As such, the accurate localization of SSEs in the sequence and
density is critical for de novo modeling. This type of modeling can be extremely time
consuming and is susceptible to human bias; few methods for assessing model quality from
non-atomic resolution density maps exist.

In an effort to streamline the model building and validation process, we have created a new
set of utilities to automatically enumerate putative configurations of protein structure models
in subnanometer resolution density maps. Pathwalking utilizes combinatorial optimization
strategies from the Traveling Salesman Problem (TSP) (Lawler, 1985) paradigm to compute
possible cyclical paths through the density map using pseudoatoms, free of any sequence or
structure constraints. In this work, we present a complete set of tools, methodology and
examples of pathwalking. Authentic and simulated density maps from the Electron
Microscopy Data Bank (EMDB) and Protein Data Bank (PDB) at a broad range of
resolutions (3.5-8 A) illustrate the ability of pathwalking to quickly produce first-approach
Ca models.

METHOD: ALGORITHM

Pathwalking is based on a set of novel computational tools that builds upon our de novo
modeling approaches at near-atomic resolutions (Baker et al., 2011). It has the unique
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advantage of being sequence and template “free”, meaning that the primary sequence or a
related structural template is not required in the construction of the initial model. This can be
advantageous for structure determination in difficult-to-model proteins. Overall,
pathwalking can be broken down into several discrete steps (Figure 1, Figure S1). First, a set
of nodes (pseudoatoms) is populated within the density map. Next, a set of potential paths
through these points is calculated. These represent “first-approach” models, which are
“topologically-correct” but not fully stereochemically or density-refined. Finally, a path is
refined and the sequence is threaded on to the model.

Pseudoatom placement

One caveat in pathwalking is that a subunit/domain must be extracted from the entire
macromolecular assembly. Several semi-automated tools, such as EMAN2’s
e2segment3d.py (Tang et al., 2007) and Segger (Pintilie et al., 2010), are available to
segment out the density. In our examples, manual segmentation using UCSF’s Chimera
(Pettersen et al., 2004) was performed.

Once segmented, pseudoatoms (Ca atoms) are computationally placed within the density
map. The number of pseudoatoms placed corresponds to the number of Ca atoms in the
protein, as defined by the primary sequence. Here, we use a k-means clustering routine to
identify N number of segments from the density map, where N represents the number of
pseudoatoms to be placed. The center of each segment is assigned a pseudoatom. To
maintain cluster sizes approximating a residue, the routine is modified to enforce minimum
and maximum separation distances (user-tunable parameters).

Alternatively, an undetermined number of pseudoatoms can be placed in a density map at a
given threshold based purely on minimum and maximum distance criteria. This does not
require the user to specify the number of clusters as in the case of the k-means approach,
only minimum and maximum distances criteria. As the number of pseudoatoms is not
directly enforced, varying the density threshold and distance parameters may be necessary to
achieve the desired number of pseudoatoms.

In lower resolution density maps (5-8 A), placement of the Cas can be augmented by
identifying secondary structure elements. In this context, pseudoatoms are first placed along
detected a-helices. The remaining pseudoatoms can then be placed using either
aforementioned approach. Examples of pseudoatom placement can be seen in Figure S2 and
further detailed in the Supplemental Experimental Procedures.

Path detection

Next, pseudoatoms must be connected to form a “reasonable” structural model, satisfying a
set of polypeptide constraints: every pseudoatom is connected to two other pseudoatoms
(except the N- and C-terminus), all pseudoatoms must be included and deviation from the
observed 3.8 A Ca-Co bond distance must be minimized. Generating the best possible path
is a computationally complex NP-hard organizational problem. A naive approach based on
exhaustive search of all possible models quickly becomes intractable, as there are (n-1)!/2
possible solutions, where n is the number of amino acids in the polypeptide. While this can
be simplified, typical proteins sizes are still far too complex to solve.

Fortunately, this problem is analogous to the Traveling Salesman Problem (TSP), where the
goal is to find the shortest cyclic path that visits each node exactly once (Applegate, 2006).
This is a foundational problem and many successful algorithms, both heuristic methods and
exact-solution optimizations, have been developed. Software implementing these methods is
widely available, including Concorde (Applegate, 2006), which uses a cutting-plane method
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to find exact solutions, and LKH (Helsgaun, 2009), a flexible implementation of the Lin-
Kernighan heuristic method to quickly find near-optimal solutions.

In tracing a protein backbone, pseudoatoms are nodes in a complete undirected graph, while
the potential connections between nodes are modeled as edges. While the TSP solvers
attempt to find the shortest distance between nodes, the distance along a protein backbone
trace is not necessarily the minimal path length. Rather, we express the distance between
nodes as a weighted deviation from 3.8 A, the prototypical Co-Ca distance, and minimize
the total path deviation. Specifically, a pairwise matrix of edge weights based for all
pseudoatoms is calculated using a weighted distance function: (3.8 A - distance(i1, i2))"2.
This weighted distance matrix can be passed directly to an “off-the-shelf” TSP solver, such
as Concorde and LKH. The weighted distance function allows some flexibility in the
distance between pseudoatoms in a path, reflecting the uncertainty in pseudoatom
placement, while helping to eliminate outliers.

In pathwalking, we utilize unmodified distributions of both the Concorde and LKH solvers,
called directly from e2pathwalker.py (Supplemental Experimental Procedures). Both TSP
solvers work quickly and produce good initial Ca models. Model construction may result in
a number of potential paths, which can be assessed for their structural plausibility (e.g.
incorporating known SSEs and stereochemistry sanity checks) and subsequently refined
with other programs such as Rosetta (Bradley et al., 2005; DiMaio et al., 2009).

IMPLEMENTATION

The pathwalking procedure is implemented in three separate utilities in EMANZ2 (Tang et
al., 2007), a freely available image processing toolkit for cryo-EM. Each of these tools is
written in Python and utilizes EMAN2 dependencies and the aforementioned TSP solvers.
SSE detection is optional for pathwalking.

Pseudoatom placement

Placing pseudoatoms for initial model building is accomplished with EMAN2’s
e2segment3d.py (Tang et al., 2007), implementing both the k-means and simple distance
algorithms. When using the modified k-means clustering routine (Figure S2, cyan spheres),
the user defines the number of clusters as the number of pseudoatoms (nseg) to be placed,
along with a density threshold (thr) and minimum and maximum separation in Angstroms
(maxsegsize, minsegsep). Based on empirical observations from hundreds of protein
structures, a range of 3.5 A to 4.2 A covered all Ca-Ca distances. This range was our
starting criteria for pseudoatom placement and connectivity (described later). The density
threshold corresponds to the value at which the user can begin to resolve density features,
such as separation of B-strands, the pitch of an a-helix or large sidechains, while maintaining
connectivity. Each instance of pseudoatom placement is unique, and multiple runs of this
program with the same parameters may result in similar but non-identical pseudoatom
placement.

e2segment3d.py target.mrc --
process=segment.kmeans:ampweight=0:nseg=100:thr=1:maxsegsize=4.2:minsegsep=3.
5:verbose=1 --pdbout=pa-out.pdb

For the distance-based pseudoatom placement routine (Figure S2, orange spheres), the user
does not specify the number of clusters (pseudoatoms), only a density threshold (thr) and
minimum and maximum pseudoatom distances in pixels (maxsegsize, minsegsep). As the
number of pseudoatoms is not directly enforced, varying the threshold and distance
parameters will be necessary to achieve the desired number of pseudoatoms.
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e2segment3d.py target.mrc --
process=segment.distance:minsegsep=3:maxsegsep=4:thr=0.5:verbose=1 --pdbout=pa-
out.pdb

Pseudoatom placement can be carried out on the density map or a density skeleton. In either
case, the user is required to visually inspect the pseudoatom placement. In a noisy or poorly
segmented density map, spurious pseudoatoms may be placed outside the main protein
density. Manual adjustment of pseudoatom positions may be necessary to correct outliers
and can be accomplished by moving pseudoatoms with molecular modeling tools such as
Chimera, Coot or Gorgon (Pettersen et al., 2004; Emsley et al., 2010; Baker et al., 2011).
Low pass filtering will remove some high-resolution features, like side chain densities, and
may improve pseudoatom placement in higher resolution maps.

e2pathwalker.py in EMAN2 calculates paths through the pseudoatoms. This program
requires the user to provide a set of pseudoatoms in PDB format. The user may specify
options such as minimum and maximum pseudoatom path lengths (dmin, dmax). One or
both termini can be given as arguments to the program (start, end). Specifying the termini is
potentially useful during model refinement if the termini are close to each other or buried in
the core of the protein.

Support is provided for two high-performance TSP solvers (solver): LKH (Helsgaun, 2009),
an approximate solver based on a modified Lin-Kernighan heuristic, and Concorde
(Applegate, 2006), an exact solver utilizing the cutting-plane method. Both solvers are
called as sub-processes and produce the same high quality paths, usually within seconds.
With the LKH solver, the ordering of pseudoatoms can be specified (fix) (i.e. the user can
enforce pairwise connections between pseudoatoms, such as those in helices).

e2pathwalker.py contains an option to iteratively run the routine (iterations) with a specified
amount of Gaussian noise applied to pseudoatom coordinates (noise). This type of
perturbation is useful in producing alternate paths. Statistics are generated on the resulting
ensemble of models including an “occupancy” for each edge.

e2pathwalker.py pseudoatoms.pdb --solver=Ikh --start=1 --end=523 --dmin=3.5 --
dmax=4.2 --fix=fixed.txt --noise=0.2 --iterations=100

e2pathwalker.py produces an ordered set of pseudoatoms. An initial path can be refined by
making small adjustments to atom placement and enforcing certain connectivities. For
assessing model quality, e2pathwalker.py produces a Co. Ramachandran plot (Ca—Ca—Ca
vs. Ca—Ca—Ca—Ca) (Kleywegt, 1997) and a table listing bond distances and angles. These
measures can be used in combination with visual inspection to identify regions of the model
with poor geometry or fit to density.

Sequence assignment

After the pseudoatoms have been ordered, the sequence is threaded onto the pseudoatoms to
generate a structural model. e2seq2pdb.py reads a text file containing the primary sequence
of the target protein. The sequence is threaded both forward and reverse through the
pseudoatoms; correlation with known structural information and/or secondary structure
prediction can be used to help determine the correct direction of the sequence assignment.
Two structural models are written out as a Ca-only PDB files.

e2seq2pdb.py path.pdb seq.txt model-out.pdb
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RESULTS

Initial evaluation of the pathwalking protocol was broken into three phases. First, we
examined the use of a TSP solver in finding the correct path through an optimal set of
pseudoatoms. Second, we evaluated the ability to place suitable pseudoatoms within a
density map. Finally, we assessed the pathwalking protocol to find and evaluate paths
through density maps at subnanometer resolution. It should be noted that this procedure and
its utilities can be applied to any density map at near-atomic resolution and, in some
favorable cases, at subnanometer resolution.

We created two benchmarks from PDB structures to evaluate our tools. The first set
contained 737 non-redundant protein structures of various sizes and fold types (single chain,
contiguous backbone without gaps from all fold classes). For this benchmark, the Ca atoms
represented the pseudoatom positions; density maps were not simulated for these structures.
A second benchmark was created from a subset of the first containing a representative
structure from each of the 40 unique CATH architectures. For all these structures, simulated
density maps were constructed using EMAN’s pdb2mrc program at 5 A resolution (1 A/
pixel). Furthermore, one structure from each of the four fold classes was simulated at 6, 7
and 8 A resolution.

Finding paths with a TSP solver

To test the TSP solvers’ capabilities of obtaining the correct path through a set of
pseudoatoms, Cas from each of the 737 structures in the first benchmark were processed
with e2pathwalker.py (using LKH and Concorde solvers) enforcing minimum and maximum
distances (3.5 A and 4.2 A, respectively). An example of the pathwalking results derived
from the Ca coordinates of the GroEL X-ray structure (PDB ID: 1SS8) (Chaudhry et al.,
2004) is shown in Figure S3A-C. In all 737 cases, both TSP solvers in e2pathwalker.py
were able to identify the correct path through the pseudoatoms, though the directionality of
the path was undetermined.

Next, we added Gaussian noise to the pseudoatom positions of the first benchmark where
the mean of the Gaussian distribution was defined as 3.8 A. The standard deviation of the
function was varied from 0.1 to 1 c. The correct path was determined in greater than 95% of
models in which ¢ was at or below 0.2, corresponding to normally distributed Ca-Co
distances ranging from 2.95 to 4.6 A (Figure S3D). Once past 0.2 o, breaks were introduced
in the models, and either partial or incorrect folds were found.

Pseudoatom placement

Both pseudoatom placement routines in e2segment3d.py were used to define pseudoatoms in
simulated density maps from the second benchmark such that the total number of
pseudoatoms corresponded to the total number of amino acids in the protein. Placement of
the pseudoatoms with both routines roughly corresponded to the positions of the Ca atoms
in the atomic model (Figure S2A, B). In all example structures, the average deviation from
the known Ca positions was less than 2 A.

Evaluating the Pathwalking protocol

Pathwalking with simulated data—After establishing that the TSP solvers could be
used to accurately find proper backbone traces through a set of ideally spaced pseudoatoms
and that we could reliably place pseudoatoms in a density map, we ran the complete
pathwalking protocol on the 40 simulated density maps from the second benchmark data set,
including both pseudoatom generation and path identification. For each pathwalking model,
we used five parameters to measure the extent of structural agreement between the model
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and the known structure: Ca. RMS deviation, percent of total Cas within a 3 and 5 A radius
when compared to the corresponding Ca position in the known structure, percent of
correctly registered Cas and the topology score from the CLICK webserver (Nguyen et al.,
2011). Ca RMSD describes the overall model error, while the 3 and 5 A radii percentage
and the percent of correctly registered Cas reflect the quality of atom placement. With
CLICK, atopology independent alignment between the model and known structure is
computed. From this superposition, a topology score is calculated and reported from 0-1,
where 1 indicates an identical topology between the known and query models. Particularly
important is the fact that CLICK is tolerant of model conformational variations that do not
disrupt topology.

Results using the LKH-TSP solver are summarized in Table 1, and nearly identical results
were obtained with the Concorde TSP search method. For the 5 A resolution benchmark, the
mean RMS deviation was 3.32 A with a standard deviation of 1.52 A. The mean percentage
of Ca atoms within 3 A and 5 A of their true position was 54.67+25.94 and 80.05+22.28.
The mean percentage of correctly registered Cos was 39.03+23.96. The CLICK score varied
less with an average of 0.96 and a standard deviation of 0.06. Normalized based on sequence
length, the mean RMS deviation was 3.89 A, the mean percentage of Cas within 3 A and 5
A was 44.87 and 71.8, respectively, the mean percentage of correctly registered residues was
30.6, and the mean CLICK topology score was 0.94.

In all instances, pathwalking on simulated density maps was able to produce topologically
correct models (CLICK score close to 1) even in instances where the RMSD was relatively
high and the number of correctly registered Ca atoms was low. In examining models with
high RMS deviations or low CLICK scores, the major source of error was in maintaining
correct helical geometry; pseudoatom placement was non-optimal and produced “back-
tracing” that resulted in distorted helices (Figure S2C, D). A secondary source of error came
from the CLICK alignment routine, which occasionally misaligned repeated structural
elements, such as blades in multi-bladed B-propeller proteins. Overall, pathwalking
performed well, identifying the correct protein topology for all structures in the simulated
data set at 5 A resolution (Figure S4).

Further benchmarking of the pathwalking protocol was done on representative structures
from each of the four CATH classes at 6, 7, and 8 A resolution. Results from this benchmark
were evaluated as described above. At 6 A resolution, pathwalking produced correct paths,
though the reported statistics were generally worse than the 5 A resolution data. At 7 A and
8 A resolutions, only models from two of the four density maps had the correct topology.
Interestingly, the correct models at 7 A and 8 A differed. In all cases, RMS deviations
increased and the percent of correctly registered Ca atoms decreased with resolution. Thus,
we infer the boundaries of our protocol to accurately and reliably identify correct models to
vary according to SSEs and resolvability of features. Results are summarized in Table 2 and
Figure S5.

Pathwalking on authentic density maps—After evaluation with simulated data, real
cryo-EM density maps at subnanometer resolutions were selected from the EMDB for
testing the pathwalking protocol. For each data set selected, a structural model was
previously determined and deposited in the PDB: vp6 from the 3.88 A structure of rotavirus
(EMDB ID: 1461 PDB ID:1QHD) (Mathieu et al., 2001; Zhang et al., 2008), GroEL
monomer at 4.0 A resolution (EMDB ID: 5001 PDB ID:1SS8) (Chaudhry et al., 2004;
Ludtke et al., 2008), Aquaporin-1 at 3.8 A resolution by electron crystallography (PDB ID:
11H5) (Murata et al., 2000), several protein chains from the 6.4 A resolution structure of T.
thermophilus 70S ribosome (EMDB ID: 5030 PDB 1D:3FIN,3FIC) (Schuette et al., 2009)
and P8 capsid protein from the 7.9 A resolution rice dwarf virus (EMDB 1D: 1375 PDB ID:

Structure. Author manuscript; available in PMC 2013 March 7.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Baker et al.

Page 8

1UF2) (Liu et al., 2007; Nakagawa et al., 2003). The resolution definition was different
among these maps and map quality/resolvability differed considerably though similar
resolutions may be reported.

A single subunit was first isolated from the entire density map manually using UCSF
Chimera, normalized with EMAN'’s proc3d utility and SSE localization was done with
SSEHunter. Pseudoatoms, with the total number corresponding to protein length, were
placed in density maps using the k-means option from e2segment3d.py with spacing
intervals from 3.5 to 4.2 A. Path determination was carried out using the LKH-TSP solver in
e2pathwalker.py with minimum and maximum distances of 3.2 and 4.5 A, respectively.

Initial paths through the pseudoatoms were examined in context of the density map and
detected SSEs. Adjustments of pseudoatom positions were performed to improve path
geometry and eliminate density outliers. Three to five rounds of iterative path determination
and optimization, beginning with pseudoatoms in SSEs followed by loops, were required to
generate reasonable models and improve agreement to the density map. An example of an
initial pathwalking model with and without SSE constraints is shown in Figure S6. In final
models, the corresponding primary sequence was threaded onto the model for further
evaluation. Model construction and evaluation with the pathwalking protocol took
approximately one-half to a full day per data set by an intermediate-level user for proteins
up to 500 amino acids.

The final pathwalking model for Aquaporin-1, rotavirus vp6 and GroEL monomer matched
the fold of the known protein structure, though deviations in the assignment of some amino
acids can be seen (Figure 2). Pathwalking on authentic density maps were evaluated as
described for the simulated data (Table 3). The Ca RMS deviations were 4.63 A for
Aquaporin-1, 7.4 A for rotavirus vp6 and 7.51 A for GroEL; the fold for each of these
proteins appeared to be nearly identical to that of the known structure with CLICK topology
scores of 1, 0.93 and 0.79, respectively. This suggests that the pathwalking models are
topologically equivalent to the known structure. As our test data set represents different
protein folds, our results show that pathwalking is insensitive to protein fold as, at this
resolution, helices, loops and strands were relatively well-resolved.

In the 6.4 A resolution structure of the 70S T. thermophilus, density corresponding to six
chains from the 30S ribosome were extracted using UCSF’s Chimera and modeled via
pathwalking as described above (Figures 3, S7 and Table 3). At this resolution, p-strands are
not visible, though loops and helices are generally well-resolved.

In chains B and H, the correct structural model was determined without user intervention.
While the RMS deviation in chains H and B were among the largest (9.86 and 8.09 A),
CLICK scores of 0.96 and 0.93 suggest that the models are topologically equivalent to their
known structures. In chains G, N and P, the correct fold was determined but required three
to five iterations of pseudoatom optimization and path determination. Typically, paths
through SSEs contained non-protein like features (like jumps between B-strands) and
required manual adjustment. Models for chains G and N had perfect CLICK scores (1.0),
while the chain P model had a CLICK score of 0.88, suggesting that these models were
topologically equivalent to their known structures. For the final chain (Q), pathwalking
resulted in a reasonable but incorrect structural model (CLICK score of 0.75). In examining
the differences, the pathwalking model exhibited swapped strands in the central B-sheet
domain. A single round of pseudoatom optimization and path determination produced a
model that was consistent with the reported secondary structure, with a CLICK score of 1.0
(Figure S7, row 6). Unfortunately, no automated model checking is currently available in
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pathwalking; evaluation of possible models must be done visually and checked against any
known structural information.

The pathwalking protocol was also applied to the 7.9 A structure of the rice dwarf virus P8
capsid protein (Figure 4A). In P8, the well-resolved lower domain is nearly all o-helical,
while the upper domain is nearly entirely B-sheet, with characteristic flat surfaces. In the
lower domain, a-helices were detected using SSEHunter; potential connections between
helices were visible when examining SSEHunter’s density skeleton (Figure 4B). 421
pseudoatoms were assigned and an initial path was calculated using the above protocol
(Figure 4C). The path contained correct connectivity in the lower helical domain, but no
reasonable path through the p-sheet domain was identified. A Ca RMS deviation of 15.49 A
and a CLICK score of 0.27 over the entire protein indicated a poor trace. The CLICK
topology score for the lower domain was 1.0. An additional 100 models were calculated by
adding Gaussian noise (0.2 o) to the P8 pseudoatom coordinate positions (Figure 4D). In the
resulting models, the lower domain paths were all similar, agreeing with the X-ray structure.
In the upper domain, the paths deviated significantly from each other and no model agreed
with the X-ray structure. Simply put, the upper domain B-sheets did not have enough
structural features to accurately place and connect pseudoatoms. As in the simulated density
maps at this resolution range, the lack of resolvable structural features is prohibitive in
finding good paths through a density map with pathwalking.

Overall, the mean RMS deviation was 6.86 A with a standard deviation of 3.48 A for models
from authentic density maps. The mean percentage of Ca atoms within 3 A and 5 A of their
true position was 21.75+17.39 and 46.21+25.67, respectively. The mean percentage of
correctly registered Cas was 22.37+16.35. The mean CLICK topology score was 0.88 with a
standard deviation of 0.2. These results are comparable to the simulated data and exhibit
similar trends in the reported metrics; topologically correct models were generally obtained
for density maps better than 7 A resolution. Beyond this resolution, correct topological
models could be obtained but were generally less accurate.

Modeling errors—Examining the pathwalking models when compared to the known
structure revealed that the overall protein topology was accurate though some register shifts
(shifted sequence assignments on the pseudoatom level) were apparent in the final models
(Figure 5A). Most of the register shifts were on the order of 1-3 residues, though the
position of the pseudoatom was generally close (~2 A) to a Ca atom in the known structure.

In the near-atomic resolution density maps, a common error in modeling was crossovers in
B-sheets; rather than producing parallel/anti-parallel strands in p-sheets, the path jumped
between strands, making a “zig-zag” pattern (Figure 5B). These jumps often occurred in
pairs, compensating for the alterations in the path, and were typically found in regions
containing long, multi-stranded B-sheets. In practice, minimal low-pass filtering of the
density map and/or manual manipulation of the pseudoatoms can correct this error.

Pseudoatom placement was another source of model error. Variations in density, or regions
that were either excluded or improperly segmented resulted in poor pseudoatom placement,
thereby affecting the overall structure of the protein. An example of this can be seen in the
GroEL apical domain, in which a density protrusion was missed during pseudoatom
placement (Figure 5C). Such errors account for relatively high RMS deviations but allow for
correct protein topology.

Model optimization—Pathwalking models, calculated in a few seconds, are intended to

be initial models with correct topology, but they are not constrained for optimal protein
stereochemistry or refined fit to density features (i.e. visible sidechains). As shown earlier, a
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topologically correct model of GroEL was constructed from the 4.0 A density map (CLICK
score 0.79), though the overall RMS deviation of the model compared to 1SS8 was 7.51 A.
Examining the differences at the amino acid level indicated that the majority of model
deviations were due to register shifts. Similar types of errors have been reported in de novo
cryo-EM modeling (Jiang et al., 2008; Ludtke et al., 2008). While this difference is larger
than what was reported previously (Ludtke et al., 2008), the original de novo model was
manually optimized using the density map features. Starting with the GroEL pathwalking
model, we carried out an initial optimization step using Rosetta (DiMaio et al., 2009) to
improve both fit to the density map and stereochemistry (Figure 6). In this approach, the
GroEL pathwalking model was broken up into three domains, the equatorial, intermediate
and apical domains. Each domain was subjected to only one round of refinement with
Rosetta. After this optimization step, the top models for each domain were concatenated and
compared to 1SS8 and the original pathwalking model.

After one iteration of density-constrained refinement with Rosetta, the RMS deviation
dropped to 6.45 A (~16.4% improvement) and the CLICK score improved to 0.98.
Additionally, the Co. Ramachandran plot for the optimized model improved significantly
(Figure 6A). As no stereochemical constraints were enforced during the pathwalking
procedure, this type of optimization step is essential in producing accurate protein structures.
In addition to improved stereochemistry and geometry, the optimized model fit the density
better and sequence registration errors were fixed in most locations (Figure 6B, C). Small
register shifts were generally alleviated, though larger shifts (4+ amino acids) were typically
only partially corrected. Further iterations of Rosetta refinement protocol will continue to
improve the model and fix larger errors.

Validating an existing model

Pathwalking can also be used to assess reliability and accuracy of all types of de novo
backbone models, whereby Gaussian noise can be added to pseudoatom positions and new
paths calculated. Adding positional noise allows the pathwalking utilities to explore
alternate paths through the density.

A model for the entire Mm-cpn assembly (EMDB ID: 5137, PDB ID: 3LOS) (Zhang et al.,
2010), determined from the 4.3 A resolution cryo-EM density map using our de novo
modeling protocol (Zhang et al., 2010) and refined by Direx (Schrdder, Brunger and Levitt,
2007), was used to investigate possible alternative paths with pathwalking. Using the Cas
from the de novo model, an initial path was generated with e2pathwalker.py (Figure S8A).
The pathwalking model had an RMS deviation of 3.58 A when compared to the X-ray
structure (PDB ID: 3KFB) (Pereira et al., 2010). Gaussian noise was added in increments of
0.1 o and new paths were calculated using both TSP routines (Figure S8B). The path for
Mm-cpn was determined correctly >95% of the time at or below a noise-level of 0.5 ¢ in
pseudoatom positions (Co-Ca distances between 1.92 and 5.67 A). Crossovers in p-sheets
began to occur at noise levels of 0.3 ¢ but did not affect the overall fold of the protein as
compensating crossovers occurred nearby.

Like Mm-cpn, a de novo model for €15 gp7 was built manually from the 4.5 A resolution
density map prior to the availability our pathwalking procedures (Jiang et al., 2008).
However, computational refinement of the model was not carried out. No atomic model is
currently available for €15 gp7. Running the full TSP pathwalking protocol on the £15 gp7
density map resulted in an initial model with a relatively high RMS deviation (9.03 A) but
topologically equivalent model when compared to the hand-built de novo model (Figure
7A). Running 100 iterations of e2pathwalker.py with Gaussian noise (0.2 ) on both the
hand-built de novo and pathwalking initial model generated several alternate models (Figure
7B) comprised of the basic HK97 bacteriophage coat protein structure (Helgstrand et al.,
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2003). In the alternate models, swaps in the ordering of loops and B-strands in the A-domain
were seen (Figure 7B-D). Nearly all of these models could be ruled out once sequence was
threaded onto the model due to differences in secondary structure. Interestingly, at least one
alternative model agreed with both the secondary structure predictions and density map
suggesting a possible alternative fold for gp7 (Figure 7C, D).

DISCUSSION

Current de novo model building procedures generally rely on the presence of structural
landmarksfrom which manual or semi-automated model building is initiated. Pathwalking
rapidly constructs first-approach models, represented as Ca backbone traces that are
topologically equivalent to the protein’s tertiary structure, without requiring a priori
knowledge. Such models serve as initial starting points for further refinement with software
such as Rosetta, Modeller or Direx (Alber et al., 2007; Bradley et al., 2005; Schroder,
Brunger and Levitt, 2007).

Pathwalking is unique in that it is completely de novo, sequence-free, template free, semi-
automated and suitable for use on maps from 3 to 7 A resolution. Unlike most of the
modeling tools in cryo-EM, pathwalking does not use a structural template for model
building, refinement or evaluation. Furthermore, pathwalking minimizes user intervention,
unlike interactive modeling tools like Gorgon, O or Coot (Baker et al., 2011; Emsley et al.,
2010; Jones et al., 1991). X-ray crystallographic tools exist for (semi-) automatic model
building, however these utilities are targeted to higher resolution density maps, though some
can potentially be applied to 3—4 A resolution density maps (Cohen et al., 2004; Cowtan,
2006).

While pathwalking is almost completely automated, many control points have been added to
allow for user input regarding potential paths. Evaluated visually, a good path should:
connect all pseudoatoms such that each is visited only once, contains no intersecting path
segments, have reasonable connectivity (bond distances and angles) and have connections
within/bounded by the density map. Additionally, the model is expected to have “realistic”
structural features. Regions in the density map shown to have helices should have
pseudoatoms and a path arranged helically; regions containing p-sheets should have parallel/
anti-parallel strands. Threading the primary sequence on to a path and evaluating it in the
context of SSEs and sidechain density can also be used in the evaluation a model. If the user
perceives a problem with the path or wishes to evaluate alternate paths, pathwalking can be
run multiple times simply by varying the parameters for pseudoatom placement and/or path
searching, adding constraints or manually adjusting “bad” regions of the trace. Such
interventions may improve registration of SSEs and sidechains in the density map, which are
not explicitly considered in pathwalking.

Pathwalking Accuracy

For evaluating pathwalking, we created a large enchmark data set. In the initial test, we
examined the TSP-solvers for pathwalking in a set of 737 non-redundant protein structures.
In this data set, we used the position of the known Ca atoms as the pseudoatom inputs to
e2pathwalker.py. This test showed that a correct path could be identified given reasonably
spaced pseudoatoms. In the second benchmark, we considered not only the problem of path
tracing but also the problem of placing pseudoatoms in simulated density maps. Our
pathwalking approach produced correct topological models in all the examples, though some
non-protein like geometries were observed. In the final set of tests, we examined the entire
pathwalking procedure on authentic density maps ranging from ~4-8 A resolution. This
benchmark covered a wide range of fold-types and was representative of maps deposited in
the EMDB and PDB. While in the higher resolution data sets paths through the density maps

Structure. Author manuscript; available in PMC 2013 March 7.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Baker et al.

Page 12

contained a limited number of ambiguities, lower resolution density maps, like the ribosome
density map, did not have unambiguous paths and were considerably harder targets. It
should also be noted that some of the higher resolution density maps were not uniformly
resolved and contained regions where the density was considerably more difficult to
evaluate (apical domain of GroEL). Overall, the set of simulated and authentic density maps
provide a realistic baseline for what users should expect with density maps in the “near-
atomic” resolution range.

In nearly all of our test cases, pathwalking produced topologically correct models (CLICK
score close to 1), though the exact amino acid assignment was often out of register, resulting
in relatively high RMS deviations when compared to the known structure (Tables 1-3). The
emphasis in pathwalking is that models can be built directly from the density map with
correct topologies, despite errors in amino acid assignments. As demonstrated, this level of
error can be corrected with additional optimization steps (DiMaio et al., 2009). In GroEL, a
single iteration of density-based refinement using Rosetta resulted in improved
stereochemistry and geometry, and also repaired a vast majority of the sequence shifts,
lowering the RMS deviation by 16.4% (Figure 6). Additional rounds of refinement would
likely further improve model quality.

In the cases where pathwalking did not give the correct fold on the first iteration, models
typically did not agree with the secondary structure predictions. In chain Q from the
ribosome density map, several strands and loops were transposed (Figure S7). The model
visually appeared to agree with the density map, however it did not agree with the secondary
structure, indicating a bad topological path. In this case, it was possible to constrain well-
defined regions and calculate an alternate path (Figure S7, row 6).

Pathwalking Limitations

Our approach requires that a single subunit be accurately segmented from the entire density
map. Missing portions or extra density will result in poor pseudoatom placement (Figure
5C). Depending on the level of mis-segmentation, pathwalking may not yield the correct
protein fold. Therefore, it is imperative that segmentation be as accurate as possible. In
practice, segmentation and model building at subnanometer resolutions are usually coupled
and, as such, the pathwalking protocol may need to be run iteratively as subunit boundaries
are defined.

With pathwalking, it is possible that the connections between pseudoatoms could be
adversely effected by non-optimal pseudoatom placement. The TSP solvers do not consider
this uncertainty. By adding random perturbations of varying strength to the pseudoatom
coordinates and running e2pathwalker.py many times, alternative models can be computed.
In most cases, the ensemble of the models will agree topologically, though differences may
be seen in poorly resolved regions. Degenerate paths in a “fuzzy” loop may connect the
same pseudoatoms in different orders yet still maintain the protein fold. Conversely, the
same path may be achieved with a different set of pseudoatoms. In these cases, the user is
required to judge which order of connectivity is best based on features in the density map,
path geometry and a priori information. Additionally, a user can explicitly add or remove
connections based on other biochemical information and/or visual interpretation. In all
cases, the best model can generally be selected visually such that it meets basic protein
structure requirements.

Map resolution is also a factor in model accuracy. From our benchmarks, it was possible to
construct first-approach models even at 7-8 A resolution with our pathwalking tools. As all
density maps vary in composition, quality and resolution, it is difficult to assign hard limits
for pathwalking. This is in part due to the various resolution definitions, variability in
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resolvability of density maps and the SSE content in the protein. The accuracy of
pathwalking is a direct reflection of the resolvability of features in a density map. At
subnanometer resolutions, a-helices tend to be better resolved than loops and j-sheets,
making it possible to construct models for all helical proteins at lower resolutions (Figures
S2-S5). A well-defined map containing mostly helices at 7 A resolution will undoubtedly
yield better results than a poorly resolved density map of an all-p protein at 4.5 A resolution.
Ultimately, the resolvability of structural features dictates the limitations of our approach.
Therefore, we cannot specify an absolute resolution range for pathwalking.

Model Validation with Pathwalking

Beyond model construction, our pathwalking procedures can be used to assess de novo
model validity and report potential alternative topologies. As in the case of €15 gp7,
alternate models using the pathwalking procedure can highlight potential areas of structural
ambiguity. This can be particularly useful when dealing with models where resolvability is
limited.

Pathwalking represent the first step in sequence and template-free modeling in near-atomic
resolution density maps. This process is capable of rapidly computing first-approach models
for individual subunits in large macromolecular complexes. Additionally, the same utilities
can be used to validate models and display alternate topologies. We believe our pathwalking
tools will become an important part of model building and validation for the growing
number of near-atomic resolution density maps by cryo-EM and X-ray crystallography.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1.

The pathwalking protocol. The basic pathwalking protocol is shown. The five basic steps in
pathwalking are shown in the box, along with a brief description and/or diagram.
Corresponding utilities at each of these stages is shown in green. The overall procedure is
shown as a flow-chart. Steps connected with a dotted line are optional and shown in grey.
Figure S1 provides an alternative view of the protocol. Details on pseudoatom placement
and the TSP-based solver can be found in the supplemental experimental procedures and
depicted in Figure S2 and S3, respectively.
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Aquaporin-1
3.8A

Rotavirus-vp6

Density Pathwalker Model

0 mean max

Figure 2.

Pathwalking on near-atomic resolution density maps. The pathwalking protocol was
performed on Aquaporin at 3.8 A (PDB ID:11H5), rotavirus vp6 at 3.88 A (EMDB ID: 1461
PDB ID:1QHD) and a GroEL monomer at 4.0 A (EMDB ID: 5001 PDB ID:1SS8). The left
column shows the density maps; the middle column shows the pathwalking model in the
density; the right column shows the RMS deviation from the known structure. For the
structures in the right column, relative error is shown in two ways: colored from blue to red
based on RMS deviation at each Ca (blue: no deviation, white: RMS deviation of the model
versus the corresponding known structure, red: maximum) and ribbon thickness from lowest
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RMS (thinnest) to highest RMS (thickest) deviation. See Figure S6 for an example of
unsupervised pathwalking on rotavirus vp6.
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0 mean max

Figure 3.
Pathwalking on the 6.4 A resolution ribosome density map. A. The 30S subunit from the

cryo-EM structure of the 70S ribosome (EMDB ID: 5030 PDB ID:3FIN, 3FIC) is shown
with the X-ray structures of protein chains P (B, green), Q (C, yellow), H (D, cyan), B (E,
red), G (F, blue) and N (G, purple). The pathwalking models for chains P, Q, H, B, G and N
are shown clockwise in panels B through G, respectively. High relative error is depicted in
the enlarged red regions, and the thin, blue regions indicate relatively low error. A more
detailed view of the models can be seen in Figure S7.
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Figure 4.

Pathwalking on the 7.9 A resolution rice dwarf virus P8 density map. (A) The cryo-EM
density map for P8 is shown with the X-ray structure superimposed and is rainbow colored
N- to C- terminus (blue to red) (EMDB ID: 1375 PDB ID: 1UF2). (B) At this resolution the
density skeleton (red) shows connectivity in the lower helical domain but is ambiguous in
the upper B-sheet domain. (C) The initial pathwalking model is shown rainbow colored N- to
C- terminus (blue to red). (D) A gallery of pathwalking models run with added Gaussian
noise is shown. The lower helical domain is well resolved in nearly all of the 100 models
(lower panel), while the upper B-sheet domain varied considerably in all of the models

(upper panel).
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A. - B.
A22
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166
160
V.
C. D

Figure 5.

Modeling Errors. Typical model errors consist of: register shifts (A, rotavirus vp6), cross-
overs in B-sheets (B, €15 gp7), missing or under-populated pseudoatoms in the density (C,
GroEL) and pseudoatoms (red) over-populated in B-sheets at subnanometer resolutions (D,
rice dwarf virus P8). In A, the pathwalking model is shown in rainbow color with black
labels and the X-ray structure (PDB ID:1QHD) is shown in gray with red labels. In (C), the
pathwalking model for GroEL is shown in rainbow color and the X-ray structure (PDB ID:
1SS8) is shown in grey.
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generate-ramay1ss8-ca-1 json generate-rama/pathwalker-groel-1.json

P279

A165 D167
156-ETVGKLIAEAMD-167

Figure 6.

Model Refinement. The initial pathwalking model for GroEL was refined using Rosetta. A
plot of a Ca. Ramachandran angles for the GroEL X-ray structure (PDB ID:1SS8), initial
pathwalking model and the Rosetta refined pathwalking model are shown in (A), from left to
right. Three selected regions from the refined GroEL model, highlighted in green in (C), are
shown in (B). In (B), the X-ray structure is shown in green, initial pathwalking model is
shown in red, and the refined pathwalking model is shown in yellow. The corresponding
sequence is shown for each region.
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density map pathwalking model relative error

hand-built de novo model alternate pathwalking model

Figure 7.

Model Validation. The pathwalking protocol was performed on one subunit of the £15 gp7
density map at 4.5 A (EMDB ID: 5003 PDB ID:3C5B). In (A), the left column shows the
density maps; the middle column shows the pathwalking model, rainbow colored from N- to
C- terminus, in the density map; the right column shows the RMS deviation from the
previously reported de novo model. High relative error is depicted in the enlarged red
regions, and the thin, blue regions indicate relatively low error. (B) The pathwalking models
for €15 gp7 (EMDB ID: 5003), varied considerably even with small amounts of noise,
particularly in the highly B-sheet A-domain (inset). The two possible paths for €15 gp7 are
shown in (C); zoomed-in views of the A-domain in the two possible gp7 models are shown
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in (D). The models are rainbow colored from N- to C- terminus (blue to red). An additional
example with Mm-cpn is shown in Figure S8.
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