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Purpose: To investigate the feasibility of using an image-based method to correct for distortions

induced by various artifacts in the x-ray spectrum recorded with photon-counting detectors for their

application in breast computed tomography (CT).

Methods: The polyenergetic incident spectrum was simulated with the tungsten anode spectral

model using the interpolating polynomials (TASMIP) code and carefully calibrated to match the

x-ray tube in this study. Experiments were performed on a Cadmium-Zinc-Telluride (CZT) photon-

counting detector with five energy thresholds. Energy bins were adjusted to evenly distribute the

recorded counts above the noise floor. BR12 phantoms of various thicknesses were used for calibra-

tion. A nonlinear function was selected to fit the count correlation between the simulated and the

measured spectra in the calibration process. To evaluate the proposed spectral distortion correction

method, an empirical fitting derived from the calibration process was applied on the raw images

recorded for polymethyl methacrylate (PMMA) phantoms of 8.7, 48.8, and 100.0 mm. Both the cor-

rected counts and the effective attenuation coefficient were compared to the simulated values for

each of the five energy bins. The feasibility of applying the proposed method to quantitative mate-

rial decomposition was tested using a dual-energy imaging technique with a three-material phantom

that consisted of water, lipid, and protein. The performance of the spectral distortion correction

method was quantified using the relative root-mean-square (RMS) error with respect to the

expected values from simulations or areal analysis of the decomposition phantom.

Results: The implementation of the proposed method reduced the relative RMS error of the output

counts in the five energy bins with respect to the simulated incident counts from 23.0%, 33.0%, and

54.0% to 1.2%, 1.8%, and 7.7% for 8.7, 48.8, and 100.0 mm PMMA phantoms, respectively. The

accuracy of the effective attenuation coefficient of PMMA estimate was also improved with the

proposed spectral distortion correction. Finally, the relative RMS error of water, lipid, and protein

decompositions in dual-energy imaging was significantly reduced from 53.4% to 6.8% after correc-

tion was applied.

Conclusions: The study demonstrated that dramatic distortions in the recorded raw image yielded

from a photon-counting detector could be expected, which presents great challenges for applying

the quantitative material decomposition method in spectral CT. The proposed semi-empirical cor-

rection method can effectively reduce these errors caused by various artifacts, including pulse

pileup and charge sharing effects. Furthermore, rather than detector-specific simulation packages,

the method requires a relatively simple calibration process and knowledge about the incident spec-

trum. Therefore, it may be used as a generalized procedure for the spectral distortion correction of

different photon-counting detectors in clinical breast CT systems. VC 2012 American Association of
Physicists in Medicine. [http://dx.doi.org/10.1118/1.3693056]
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I. INTRODUCTION

There has been extensive interest in the applications of energy

discriminating photon-counting detectors in spectral computed

tomography (CT).1–14 Photon-counting detectors count indi-

vidual photons based on pulse height analysis. Since the

amount of charge generated by a single x-ray photon is propor-

tional to the energy of the photon, energy-resolved information

can be obtained through multiple energy thresholdings.

Photon-counting detectors with an energy-resolving ability

have three main advantages: (a) electronic noise can be effec-

tively eliminated; (b) optimal energy weighting functions can

be applied to improve the signal-to-noise ratio (SNR);15,16 and

(c) images in multiple energy windows can be generated with

a single data acquisition without overlap in the x-ray spectrum,

resulting in more efficient quantitative material identification.

It has been reported that an ideal photon-counting detector

with perfect energy resolution outperforms the conventional

charge-integrating detector in image quality and detection

tasks.17 It also suggests that photon-counting detectors may

reduce the radiation dose to the patient while maintaining

image quality comparable to the conventional charge-

integrating detectors for various imaging tasks.13
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In general, photon-counting detectors offer promising

potentials for energy discrimination and improved SNR for

spectral CT imaging.13 However, challenges still remain for

its application in a clinical environment. State of the art

photon-counting detectors based on semiconductors such as

Sillicon,2–5,18 Cadmium Telluride (CdTe) (Refs. 10 and

19–22) and Cadmium-Zinc-Telluride (CZT) (Refs. 11 and

23–25) offer a maximum count rate over 107 counts per sec-

ond per square millimeter (cps/mm2).26–28 However, to

avoid severe spectral distortion, the operational count rate

is usually less than 1� 106 cps/mm2, which is a few orders

of magnitude lower than the required operational count rate

for clinical x-ray CT detectors.8 Even at such a low count

rate, discernable distortions in the recorded spectrum may

still exist, due to reasons other than count rate limitations,

such as characteristic x-ray emission, especially for CdTe

and CZT detectors.29–32 At the same time, the detector’s

count rate also depends on the pixel size required for specific

imaging tasks. In clinical CT applications, a pixel pitch of

less than 0.5 mm is usually desired. This leads to further

challenges for the design of fast photon-counting detectors

with linear energy response. Spectral CT imaging depends

on a reliable measurement of the energy-dependent attenua-

tion coefficient for different materials. Due to current chal-

lenges for the photon-counting detectors, substantial

distortions in the incident spectrum can be expected at a

high flux rate, which will severely limit the detector’s energy

discriminating capability. A recent report has suggested that,

due to spectral distortion, the benefits of photon-counting

detectors in material identification disappeared when the

count rate increased.17 Thus, it is critical to develop a tech-

nique that will account for the distortions in the output spec-

trum so reliable measurements can be made at the desired

flux rate.

Spectral distortion in photon-counting detectors can be

attributed to several artifacts, which are associated with both

charge generation and transport in semiconductor crystals

and pulse height analysis in readout electronics. One of the

most intensively investigated artifacts is pulse pileup, which

occurs when pulses arrive closer in time than the dead time

of the readout electronics. All pulses arriving within the

dead time will be recorded as a single count at a higher or

lower energy depending on the probability distribution of

time intervals between pulses. Therefore, pulse pileup

induced dead time loss and spectral distortions depend

strongly on the photon flux. At a high flux rate, pulse pileup

induced artifacts can significantly reduce the accuracy of

material decomposition in spectral CT imaging. While

detectors with fast readout speeds are being actively investi-

gated, it is also necessary to develop techniques to correct

for such artifacts. An ideal hardware based pulse pileup re-

jecter removes the pileup induced distortion by detecting all

pileup events through pulse width analysis and removing

them from the spectrum, but it cannot restore the lost counts

as a result of discarding the pileup events.33 A real pileup re-

jecter, however, cannot reject all pileup events and is quite

challenging to implement it for clinical CT imaging, due to

the high operational count rate.34,35 Another approach,

which has been widely used in studies on photon-counting

detectors, sets the highest energy thresholds at the maximum

tube voltage; thus, any pulse exceeding the threshold will be

counted in the last energy bin (pileup bin) and excluded

from data acquisition.6,20 However, pulse pileup cannot be

effectively eliminated in this approach because it can also

occur below the maximum tube voltage. Furthermore, the

dose efficiency will be reduced since photons registered in

the pileup bin will not contribute to the imaging task. The

percentage of the loss depends on the count rate and the

shape of the spectrum. Alternative algorithmic methods have

been investigated to model the spectral distortions induced

by pulse pileup to estimate the pileup free spectrum from the

measured spectrum.17,34–43 The pioneering works can be

dated back to the 70s when Wielopolski and Gardner mod-

eled pulse shape with a parabola and predicted the effect of

first order pileup.35 Later, Barradas and Reis have extended

the parabola model for higher order pileup events.39 Another

approach, proposed by Johns and Yaffe in the late 1980s,

used a pulse generator to iteratively estimate the incident

spectrum.38 Most recently, Taguchi et al. modeled the bipo-

lar pulse shape generated by a photon-counting detector with

two triangles, and estimated the probability density function

of the recorded energy based on the time interval of the

pulses within the dead time.34,40

In most cases, pulse pileup pushes the output spectrum to-

ward the high energy side; while another artifact, charge

sharing, often increases the number of counts in the low

energy region. Since charge sharing effect does not depend

on photon flux, spectral distortions induced by such effect

can exist even at low count rate. A previous study showed

that spectral distortion caused by charge sharing brought in

cupping artifacts and inaccuracies of CT numbers when

applying optimal energy weighting schemes, which substan-

tially limits the photon-counting detector’s application in

material segmentation.44 The major mechanisms of charge

sharing artifact include characteristic x-ray emission, photo-

electron range and charge carrier diffusion. For photon-

counting detectors with large atomic numbers (CdTe/CZT),

the characteristic x-ray emission, which consists of high

energy photons, may escape from the primary pixel, result-

ing in energy loss and double counting if these escaped fluo-

rescence photons are absorbed by neighboring pixels.

Several studies have suggested that the spectral distortion

due to the escape of cadmium- and tellurium-K fluorescent

x-rays was severe in measured x-ray spectra.30,31 Photoelec-

tron range refers to the spatial distribution of the initial

charge cloud generated by the incident x-ray photons. It

increases as the photon energy becomes higher, and may

lead to charge splitting among the adjacent pixels. Finally,

the diffusion of charge carriers during charge collection

increases the size of the charge cloud, thus may also lead to

charge sharing. It is obvious that the effect of charge sharing

has a strong dependence on the size of the pixel. Detectors

with large pixel pitch may suffer less from charge sharing

effects and more by pulse pileup than those with smaller

pixel pitch. A recent study has suggested that the charge

sharing effects should be taken into account when the pixel
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is smaller than 1 mm2.45 It is thus a major challenge that lim-

its the spatial resolution of a photon-counting detector.

Unlike the pulse pileup effect, charge sharing tends to

remove counts from the high energy region. The distortion

of the output spectrum is most readily observed in the low

energy region. An analytical model has also been proposed

to simulate the abnormally high counts in the low energy

region for CdTe detectors by taking the effects of the photo-

electron range, characteristic x-ray emission, and carrier dif-

fusion into consideration.20 Therefore, charge sharing

artifacts can be eliminated by increasing the electronic

threshold. However, such an approach comes at the cost of

losing low energy photons, which may be undesirable in

many applications.

The ability to reproduce the input spectrum in photon-

counting detectors can also be affected by other issues related

to the inherent properties of the semiconductor, the contact

properties of the electrode, and the design of the application-

specific integrated circuit (ASIC). These include the polariz-

ing effect due to space charge layer, static charge steering

caused by defects in the crystal, charge trapping in compound

semiconductors, limited charge collection time, nonlinear

energy response, and many other issues. The complex nature

of these physical limitations make it challenging to propose a

comprehensive model to simulate all possible effects that lead

to spectral distortion in photon-counting detectors. Further-

more, as an emerging technique in CT imaging, a wide varia-

tion of detector limitations can be expected. It is practically

difficult to develop a generalized simulation package that can

correct for spectral distortions for all detectors.

In this paper, we have presented an image-based spectral

distortion correction with a CZT-based photon-counting de-

tector for its application in clinical breast CT imaging. The

correction method requires a simple calibration process and

knowledge about the incident x-ray spectrum. It can be eas-

ily adapted for different detectors at any energy range.

II. METHODS

II.A. CZT Photon-counting detector

The photon-counting detector (eV2500, eV Microelec-

tronics, Inc., Saxonburg, PA) studied in this paper consisted

of a linear row of four CZT crystals 12.8 mm in length, 3

mm in width, and 3 mm in thickness. Each crystal was di-

vided into 16 pixels, yielding a total of 64 pixels with each

pixel having an effective pitch of 0.8 mm. A brass collimator

shaped the entrance beam to the detector, collimating the

height of each pixel to 0.8 mm. The peaking time of the de-

tector was set at 160 ns. The trigger pulses generated by five

comparators from each pixel are counted by a field program-

mable gate array chip (FPGA) over a user defined collection

period (frame, selectable from 1 to 50 ms). Then, the FPGA

sends each frame to the workstation over a USB interface for

data processing, storage, and visualization.26,46 The energy-

resolving capability of the detector sorted the photons into

five user-definable energy bins. The energy resolution was

calibrated up to 140 keV by the detector’s manufacturer

(Endicott Interconnect Detection & Imaging Systems). The

pulse height linearity curve measured with 57Co and 133Ba is

shown in Fig. 1. The maximum count rate of the detector is

calibrated to be approximately 2.3� 106 cps/mm2. However,

the linear count rate range derived from a thickness depend-

ent study is less than 1.2� 106 cps/mm2, as shown in Fig. 2.

The detector itself does not have any pulse pileup and charge

sharing correction mechanisms.

The detector was placed 1.35 m from a tungsten target

x-ray tube (Dynamax 78E) coupled to a constant potential

x-ray generator (Phillips Optimus M200). 2 mm of Al and

0.15 mm Cu were used as prefiltration. To minimize x-ray

scatter, fore and aft collimators were constructed out of lead

sheets that were 3 mm thick. The slit widths of the fore and

aft collimators were 0.3 and 0.8 mm, respectively. A high

precision Direct Drive Rotary (DDR) motor (Kollmorgen

Goldline DDR D062M, Danaher Motion, Wood Dale, IL)

provided the rotational mechanism for the CT scans and also

served as the platform upon which the object was placed.

The source to isocenter distance is approximately 0.93 m. A

sketch of the detector setup is shown in Fig. 3.

As a photon interacts in the CZT crystal, an electron hole

pair is created for each 4.64 eV of the energy deposited in

the crystal. The detector is operated in Ohmic mode with a

FIG. 1. Pulse height linearity curve measured with 57Co and 133Ba.

FIG. 2. Count rate linearity curve for the CZT detector used in this study.

The linear behavior is expected for count rate less than 1.2� 106 cps/mm2.
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bias voltage of 1000 V placed across the CZT crystal. Elec-

trons generated after interaction of x-ray photons within the

crystal are collected at the back electrode. A pulse whose

height is proportional to the energy of the incoming photon is

processed by the ASIC. A count will be registered if the pulse

height was higher than the given threshold value. Therefore,

the five user-definable thresholds serve as the lower bounda-

ries of the corresponding energy bins. The count within an

energy bin can be easily obtained by subtracting the count

from its two adjacent thresholds. The detector can also be

used in the spectrum collection mode where two thresholds

can be simultaneously scanned over the whole energy range.

The count difference between the two thresholds provides the

number of recorded counts as a function of energy (i.e., the

output spectrum of the detector [Fig. (4)].

II.B. Spectral distortion calibration process

The image-based calibration method discussed in this pa-

per is somewhat similar to the signal-to-equivalent thickness
calibration (STC) method proposed by Jakubek et al., which

is proposed to correct beam hardening in the presence of a

nonconstant energy response of the detector.47–49 Since the

spectral distortion of a photon-counting detector is flux de-

pendent, a multipoint calibration is required, using a set of

uniform thickness phantoms that have equivalent attenuation

properties as the sample. In the proposed method, the depend-

ence of the detected counts on the calibration thickness is

measured for each energy bin. At the same time, the expected

counts at the corresponding calibration thickness can be simu-

lated for an ideal detector without any image and spectral arti-

facts. Thus, for ith energy bin, the calibration function hi can

be obtained, which translate the measured counts into simu-

lated ones. The image of an unknown sample can then be cor-

rected by applying the calibration function hi to each pixel,

forming a new image that is free of spectral distortion.

II.B.1. Flat field measurement at multiple thicknesses

In order to simulate the tissue composition in breast imag-

ing, BR12 phantoms consisting of 50% glandular and 50%

adipose tissues were employed in the calibration process. A

six-point flat field calibration at thicknesses of 0, 5, 10, 20, 40,

and 90 mm was carried out. To avoid temporal nonuniformity,

500 frames were acquired at each calibration thickness. All

measurements were acquired at a tube voltage of 100 kVp

and a continuous tube current of 1.0 mA. The recorded count

rate at this photon fluence was approximately 0.5� 106 cps/

mm2, which is high enough to introduce distortions into the

incident spectrum. Preliminary tests showed that the optimal,

lowest energy threshold to eliminate electronic noise was 22

keV, which is used in the study as the lowest threshold. The

second threshold was set at 42 keV, which was determined to

give the highest SNR with respect to the absorbed dose in the

breast for dual-energy decomposition of water, lipid and pro-

tein contents.50 The rest of the thresholds were selected at

53.5, 62.8, and 74 keV, so that the counts in the open field

measurements can be evenly distributed among the energy

bins. Note that the last energy bin did not have an upper

boundary. Thus, all photons with energies above 22 keV have

been used in the imaging process, which improved the dose

efficiency. The mean counts over 500 frames were calculated

for individual energy bins at each calibration thickness, which

provided the thickness dependent curves for the measured

counts with spectral distortion.

II.B.2. Spectral simulation

Since spectral distortion can be induced by several causes

even at a low count rate, it is very difficult to obtain an ideal

spectrum with photon-counting detectors that are designed for

medical imaging applications. For this reason, we use simu-

lated spectra to calculate the expected counts in each energy

bin assuming there is no spectral distortion. The simulation

follows the photon starting with its emission from the x-ray

source, continuing on to its attenuation through the BR12

phantom of different thicknesses and finally ending with its

subsequent absorption in the CZT detector. The x-ray spec-

trum generated from our tube was simulated with a tungsten

anode spectral model using interpolating polynomials (TAS-

MIP) developed by Boone’s group at UC Davis.51 In order to

calibrate the original code to our x-ray tube, we measured the

half value layer (HVL) with an ion chamber (20X6-0.6, Rad-

cal Corporation, Monrovia, CA) in pencil beam geometry.

The HVL was measured to be approximately 6.7 mm Al at

tube voltage of 100 kVp. Then, proper prefiltration was

selected in the simulation code to match the measured HVL,

so that the simulated x-ray spectrum closely matched with the

expected output from our tube. The simulated spectrum gener-

ated from the x-ray tube was then attenuated by BR12 phan-

toms and recorded with an ideal CZT detector. The

thicknesses of the inserted BR12 phantoms used in the simula-

tion were chosen to be the same as the values used in the flat

field measurement discussed in the previous section.

To compare the simulated counts with the measured ones,

we assume, in the first order approximation, that the energy

was conserved during signal processing. The percentage of

the energy loss induced by backscattering was assumed to be

a constant in this model. Thus, the simulated spectra were

normalized with respect to the total energy of the measured

spectra for all six calibration thicknesses. After normaliza-

tion, the simulated spectrum at each calibration thickness

were divided into five energy bins, using the same thresholds

FIG. 3. Schematic drawing of the spectral CT system based on CZT photon-

counting detector.
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as those in flat field measurement, and the integrated counts

in each energy bin were recorded. In this way, we obtained

the thickness dependent curve of the simulated counts in

each energy bin, which represented the signal without any

spectral distortion.

II.B.3 Empirical fitting function

The predominant artifacts in recorded spectra from

photon-counting detectors are the dead time loss and pulse

pileup induced spectral distortion. The probability density

function of dead time loss [Pr(rec|as)] can be analytically

simulated for both paralyzable and nonparalyzable models

as follows:33

Pr recjasð Þ ¼ 1

1þ as
for nonparalyzable model; (1)

Pr recjasð Þ ¼ expð�asÞ for paralyzable model; (2)

where s is the dead time of the detector and a is the incident

count rate. The two detection mechanisms behave similarly

at low count rate and diverge at high count rate. In a recent

study, the recorded count rate (NPPE(E)) with the presence of

pulse pileup is expressed analytically as34

NPPEðEÞ ¼ a� Pr recjasð Þ � Pr Ejrecð Þ; (3)

where Pr(E|rec) is the probability density function of the

recorded energy E given the event-of-interest being

recorded. However, the second probability in Eq. (3)

depends on the pulse shape generated by the ASIC and can

be very detector-specific. Moreover, real detectors usually

work somewhere in-between the paralyzable and nonpara-

lyzable models, introducing further difficulties for analytical

simulations. Finally, other artifacts also play important roles

in spectral distortions. For these reasons, we proposed an

empirical fitting function, which has certain mathematical

similarities with Eq. (1) and is expressed as

Is ¼
a0 þ a1Im

1þ b1Im

; (4)

where Is and Im are the simulated and measured counts,

respectively. Three fitting parameters (a0, a1, and b1) were

introduced to accommodate for the nonlinear relations

between the simulated and the measured counts.

The measured spectrum suffers from distortions induced

by pulse pileup, charge sharing and other artifacts. The fitting

suggested empirical relations of the measured spectrum and

the ideal simulated spectrum. Eq. (4) was used to fit the cali-

bration results in each energy bin. Five sets of fitting parame-

ters (a0, a1, and b1) were obtained separately, which will be

applied to the raw images in the corresponding energy bin for

the spectral distortion correction. This will produce corrected

images that matched to the simulated incident spectrum.

II.C. Performance evaluation

II.C.1. Correction for output spectrum

To evaluate the performance of the proposed spectral distor-

tion correction method, three imaging tasks were investigated.

First, we studied the spectral distortion correction on poly-

methyl methacrylate (PMMA) phantoms for different thick-

nesses. Images were acquired for 8.7, 48.8, and 100.0 mm

PMMA phantoms. Spectral distortion corrections, derived

from the six-point calibration, were applied individually to

each of the five energy bins using an open source image proc-

essing software package.52 Temporal averaged counts for each

energy bin in the raw and corrected images were obtained

using over 500 frames. The incident spectra were simulated for

PMMA phantoms of the same thicknesses, and were normal-

ized using the same method as the calibration process. The

simulated incident count for each energy bin was calculated by

summing together the given energy ranges, and was used as

the reference value for estimating the relative RMS error which

is defined as

relative RMSE ¼ 1ffiffiffi
n
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1

Ic � Is

Is

� �2

vuut ; (5)

where Ic is the counts in a given energy bin after spectral dis-

tortion correction is applied, and n is the number of data

points used in the measurement. The relative RMS error was

used throughout the study as an evaluation matrix for the

proposed spectral distortion correction method.

II.C.2. Linear attenuation coefficient correction

The capability of quantitative material decomposition with

spectral CT measurements depends critically on a reliable

measurement of the energy-dependent attenuation coefficient.

Thus, it is necessary to evaluate the proposed spectral distor-

tion correction for the estimation of the effective attenuation

coefficient in ith energy bin (li), which is defined as

li ¼ � 1

x
ln

Ii
x

Ii
0

� �
; (6)

where x represents the thickness of the PMMA phantom and

I0
i and Ix

i are the measured counts in ith energy bin for open

field and PMMA phantoms, respectively. In this context, the

effective attenuation coefficients were estimated from the

simulated, raw and corrected counts, respectively. The simu-

lated values were used as the references for the comparison

between the raw and the corrected data.

II.C.3. Quantitative material decomposition

Finally, image-based dual-energy subtraction was per-

formed with a three-material phantom to evaluate the effect

of the proposed correction method on quantitative material

decomposition. A cylindrical phantom with a 3.18 cm di-

ameter was constructed from a polyoxymethylene plastic

(Delrin, Mac Master Carr, Inc., Elmhurst, IL), which has

been suggested to offer similar x-ray attenuation properties

as protein.53 Two holes, each 0.83 cm in diameter, were

bored into the plastic cylinder and filled with water and

vegetable oil, respectively. Thus, the phantom can be used

for the three-material decomposition of water, lipid and

protein contents.
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A CT scan of the three-material phantom was acquired

with a frame rate of 20 fps. The phantom was rotated at

approximately 1.0 rpm. A full scan that covered 360� of rota-

tion yielded a total of 1229 frames. CT scans were acquired

at beam energy of 100 kVp with tube current of 1.0 mA with

the same prefiltration discussed in Sec. II A. The total en-

trance skin air kerma (ESAK) without backscattering was

estimated to be 2.4 mGy. Dual-energy images were obtained

within a single data acquisition using multiple thresholds.

The low energy image was acquired using the first energy

bin with the energy ranging between 22 and 42 keV; while

the high energy image included all photons above 42 keV.

All data acquired with the CZT detector were corrected for

nonuniformity across pixels, using a flat field correction

technique previously reported.13 The raw data and the spec-

trum distortion corrected images were both reconstructed

using a filtered back-projection algorithm.

The CT images were reconstructed with a voxel size of

0.53� 0.53� 0.53 mm. The mean values and variations of

the reconstructed attenuation coefficients for each material

in the calibration phantom were measured within careful

hand-delineated circular regions of interest (ROI) with iden-

tical diameters. The mean values of the reconstructed attenu-

ation coefficients for water, lipid, and protein were further

averaged over all slices and were used as calibration values

for individual materials in the dual-energy subtraction. Sub-

sequently, a large ROI, which included all three materials,

were used to test the material decomposition performance.

The expected volumetric fraction was estimated by areal

analysis of pixel numbers for the contents (i.e., water, lipid,

and protein). The detail about the three-material dual-energy

decomposition has been discussed elsewhere.53

III. RESULTS

Shown in Fig. 4 is the comparison between the simulated

and measured x-ray spectra at 100 kVp with tube current of

1.0 mA. The prefiltration in the simulated spectrum has been

calibrated to match the quality and quantity characteristics

of our x-ray tube, as discussed in Sec. II B 2. The measured

spectrum was obtained using our CZT detector in its spec-

trum collection mode, where two thresholds separated by a

small energy window were used to scan over the full energy

range. Both the simulated and the measured spectra were

normalized with respect to the integrated energy above

22 keV. The tungsten characteristic x-ray emission lines can

be clearly observed in the measured raw spectrum. The

energy response of the detector had a good calibration. This

is indicated by the fact that the characteristic emissions’

energies agreed with the simulated spectrum with an error of

61 keV. In the averaged spectrum recorded with the CZT

detector, the full width at half maximum (FWHM) of tung-

sten ka peak at around 59.3 keV was estimated to be approxi-

mately 5.5 keV. Although the overall shape of the measured

spectrum agreed relatively well with the simulated spectrum,

distortions in the incident spectrum can be easily seen. For

energies below 30 keV, the measured counts were signifi-

cantly higher than the simulated spectrum, most likely due

to charge sharing effect.20 However, in the intermediate

energy range, the measured counts were comparably smaller.

Finally, the measured counts in higher energy region

exceeded that of the simulated spectrum and extended over

the maximum tube voltage of 100 kVp.

The thickness dependent curves of the counts in bin 5

obtained from both the flat field measurement and the simu-

lation are presented in Fig. 5(a). The measured counts were

estimated from the temporal and the pixel average in bin 5.

The simulated counts were obtained through integration of

the simulated spectrum over the corresponding energy range

in bin 5. Both values were estimated in unit of kilo-count/

frame/pixel. The measured counts are higher than the simu-

lated one for small calibration thicknesses, where the photon

fluence is high. However, relative difference reduced as the

phantom thickness increased. For large calibration thick-

nesses, the measured counts are slightly smaller than the

simulated one, most likely due to the charge sharing effect,

which splits a high energy photon into multiple low energy

counts in the detector. The measured thickness dependent

curves in the other energy bins also suggested a discernable

deviation from the simulated ones, although the correlations

between the two were distinct for each energy bin. As an

example, the correlation between the measured and the

simulated counts in energy bin 5 is shown in Fig. 5(b), along

with the semi-empirical fitting using Eq. (4). The fitting gen-

erated three calibration parameters for each energy bin,

which will be used for the spectral distortion correction. For

all energy bins, the fitting led to a R2 values over 0.999, sug-

gesting a good correlation between the chosen empirical

function and the experimental data.

Shown in Fig. 6 is the relative RMS error of the measure-

ments for the BR12 phantoms after the spectral distortion

corrections were applied. The spectral distortion corrections,

derived from the calibration process with the same set of

phantoms, were first applied on each pixel in the measured

image of 500 frames. The temporal and pixel average were

FIG. 4. The recorded spectrum of the CZT detector and the simulated inci-

dent spectrum at tube voltage of 100 kVp and tube current of 1.0 mA. The

spectra were normalized with respect to the integrated energy. Significant

distortions can be observed in the measured spectrum due to multiple arti-

facts. The energy thresholds are noted by dashed lines for five energy bins.
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then performed to get the mean values used for error analy-

sis. The results were presented for each of the five energy

bins. The relative RMS errors of bins 1 and 5 were estimated

to be approximately 2%, while that of the other bins were

less than 0.5%.

The capability of spectral distortion correction was tested

with PMMA phantoms. The results are shown in Figs. 7(a)

and 7(b) for 48.8 and 100.0 mm PMMA phantoms, respec-

tively. The mean counts of the raw data from the direct meas-

urements, the corrected data after we applied spectral

distortion corrections, and the simulated data were plotted for

each of the five energy bins. The error bars were derived from

the standard deviation of the counts in the corresponding

image after flat field correction. The result from the 8.7 mm

PMMA phantom suggested a similar trend but is not pre-

sented here. For all three PMMA thicknesses, significant

discrepancies in the counts can be observed in most energy

bins when the raw data and the simulated incident counts

were compared. The large discrepancy in energy bin 1 was

most likely due to the charge sharing effect, which splits high

energy photons into multiple counts in the detector. While the

higher counts measured in bin 5 can be attributed to pulse

pileup effect. This agreed well with the behaviors observed in

Fig. 4. The relative RMS errors for the raw data were esti-

mated to be 23.0%, 33.0%, and 54.0% for 8.7, 48.8, and 100

mm PMMA phantoms, respectively. For the thick phantom

[Fig. 7(b)], pulse pileup was effectively limited at the given

count rate, as suggested by the good match of the counts in

bin 5. However, since charge sharing effect does not depend

on the flux, substantial discrepancy of the counts can still be

observed in bin 1, which has a relative error of 120%. The

implementation of the spectral distortion correction dramati-

cally improved the quality of the experimental data. There is a

good agreement between the corrected and the simulated

counts for all the energy bins. The relative RMS errors

reduced to 1.2%, 1.8%, and 7.7% for 8.7, 48.8, and 100 mm

PMMA phantoms, respectively.

In Fig. 8, the relative RMS error of the spectral distortion

corrected image for 48.8 mm PMMA phantom was pre-

sented as a function of the total count rate in the full energy

range. The count rate variation was achieved by reducing the

tube current from 1.0 mA down to 0.4 mA while the beam

voltage and the prefiltrations were kept the same. The rela-

tive RMS error goes up as the count rate reduces, reaching

about 10% at a count rate of �6.0� 104 cps/mm2, which is

about ten times less than that of the open field. The relative

RMS error is determined by a propagation of errors caused

by both spectral distortion and quantum statistics. Therefore,

the increase of error at low count rates can be attributed to

the increase of the statistical error as the photon fluence

decreases.

The capability of the proposed spectral distortion correc-

tion was also evaluated by estimating the effective x-ray

FIG. 5. (a) Simulated and measured counts as a function of the BR12 phantom thickness in energy bin 5. (b) Empirical fitting using Eq. (4) for the correlation

between the simulated and the measured counts in bin 5. The counts are presented in unit of kilo-count per frame per pixel (kc/frame/pixel).

FIG. 6. The relative RMS error at different energy bins for BR12 phantoms

after the spectral distortion correction, which is derived from the same set of

measurements. The results predict the uncertainties of the proposed correc-

tion method.
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attenuation coefficient. A comparison between the raw and

corrected data with respect to the simulated attenuation coef-

ficient is presented in Fig. 9. The estimated attenuation coef-

ficients were individually calculated for each energy bin.

The errors were estimated from the open field and the attenu-

ated images using standard error propagation theory. It can

be seen that utilizing raw data without any corrections

resulted in underestimating the attenuation coefficients in the

first four energy bins and overestimating in the last energy

bin. For both PMMA thicknesses, the estimated effective

attenuation coefficients have been improved after the spec-

tral distortion correction was applied. The relative RMS

errors were reduced from 19.0%, 15.5%, and 12.9% to 1.4%,

7.9%, and 6.7% for 8.7, 48.8, and 100.0 mm PMMA phan-

toms, respectively.

Finally, improvement in the proposed spectral distortion

correction in material decomposition is studied with a three-

material phantom. Figure 10 shows a sketch of the composi-

tion and the size of the decomposition phantom (a), and the

reconstructed CT slices in the first energy bin (22�42 keV)

(b)–(d). Note that all CT images were displayed using the

same window and level settings. In Fig. 10(b), image was

reconstructed directly from the raw data, where significant

nonuniformity of the pixel response results in severe ring

artifacts. Such artifact was greatly reduced when the flat field

correction was applied, as shown in Fig. 10(c). The relative

fluctuation (i.e., standard deviation over mean value) in the

flat field image was reduced from 20.8% to 0.9%. In

Fig. 10(d), the spectral distortion correction was applied on

flat field-corrected data. It can be seen that the reconstructed

attenuation coefficients of all three materials increase after

the spectral distortion correction is applied. However, the

proposed method basically redistributes the counts among

all energy bins according to the simulated values, while

keeping the total counts about the same as the raw image.

Thus, the improvement of the contrast-to-noise ratio (CNR)

is not substantial. After spectral distortion correction, the rel-

ative increase of the dual-energy CNR for water, lipid and

protein is approximately 4%, 6%, and 10%, respectively.

The volumetric fractions of the water, lipid and protein

contents in the decomposition phantom were calculated with

and without the spectral distortion correction, respectively,

and presented in Fig. 11 along with the reference values.

Note that the y-axis in the figure is represented by a broken

line to emphasize the small values in water and lipid frac-

tions. The error bars were obtained from the standard devia-

tion of the volumetric fractions calculated from multiple

slices. For areal analysis using reconstruction CT images,

the volumetric fractions for water, lipid and protein contents

were expected to be 8.5%, 8.5%, and 83.0%, respectively.

Dual-energy subtraction based on uncorrected raw image

predicted a relatively good volumetric fraction for protein,

the major content in our phantom. However, no reliable esti-

mation can be made for water and lipid contents. The rela-

tive RMS error for the three components in Fig. 11 was

estimated to be 53.3%. The implementation of the spectral

distortion correction on the raw image reduced the relative

FIG. 7. Comparison of the raw and the spectral distortion corrected counts for five energy bins with respect to the simulated values for (a) 48.8 mm and

(b) 100.0 mm PMMA phantoms. The error bars were derived from the standard deviation of the images after flat field correction.

FIG. 8. Relative RMS error of the spectral distortion corrected counts with

respect to the simulated values for 48.8 mm PMMA phantom at 100 kVp

with different incident photon fluence. The variation of the incident count

rate hitting the detector was achieved by tuning the tube current, which is

noted in the figure on top of the corresponding data points.
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RMS error to 6.8%. A summary of the RMS errors for the

above studies were presented in Table I for a better visual-

ization of the improvement induced by the proposed correc-

tion method.

IV. DISCUSSIONS

The proposed spectral distortion correction algorithm for

photon-counting x-ray detectors requires a relatively simple

calibration process and knowledge about the incident x-ray

spectrum. A three-parameter empirical function was

employed to fit the simulated incident counts with the

measured ones in a given energy bin. The empirical function

can then be applied on a raw image to correct for spectral

distortions induced by various artifacts in the photon-

counting detectors. Spectral distortion correction’s effective-

ness for breast imaging was validated with measurements

from PMMA phantoms, as shown in Fig. 7 where the rela-

tive RMS error was reduced from 33.0% to 1.8%. Further-

more, the proposed correction algorithm improved the

accuracy in estimation of the energy-dependent attenuation

coefficient. The spectral distortion presented in the raw

image obtained from the photon-counting detectors led to

unreliable measurements of the attenuation coefficients,

which is the fundamental basis for material decomposition in

dual-energy imaging. The results in Figs. 9 and 11 suggested

that there is an error of approximately 15% in the attenuation

FIG. 9. The effective linear attenuation coefficients in five energy bins derived from both the raw images and the spectral distortion corrected images for (a)

48.8 mm and (b) 100.0 mm PMMA phantoms. The simulated values are also presented here for reference. The error bars were derived from the open field and

attenuated images using error propagation theory.

FIG. 10. A sketch of the three-material decomposition phantom (a), Recon-

structed CT slice from raw data (b), flat field corrected data (c), and flat field

in addition to spectral distortion corrected data (d). All CT images were dis-

played using the same window and level.

FIG. 11. Volumetric fractions of the water, lipid, and protein contents

derived from dual-energy imaging of the three-material decomposition

phantom. The results based on the raw images and the corrected images are

compared to the reference values which were obtained by areal analysis of

the reconstruction CT image. Note that the y-axis in the figure is represented

by a broken line to emphasize the small values in water and lipid fractions.

The material decomposition using the proposed correction method provided

accurate quantitative information with a relative RMS error of approxi-

mately 6.8%.
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coefficient estimate when using raw images without any

spectral distortion correction. Furthermore, the errors will be

further magnified in dual-energy decomposition. It can be

seen from Fig. 11 that it is challenging to quantify the water

and lipid contents with the raw images in dual-energy imag-

ing because even small uncertainties can introduce signifi-

cant quantification errors. This is due to the fact that the

difference in attenuation properties for water and lipid is

very small. However, the results from the corrected images

suggested that an accurate quantitative material decomposi-

tion can be achieved when the proposed spectral distortion

correction algorithm was implemented.

Previous studies based on analytical models or Monte

Carlo method usually targeted only one artifact that led to

spectral distortions.17,34,41,45 Therefore, their ability to pre-

dict and correct the measured images is limited when the

input count rate for a detector is very high. Theoretically, the

counting mode of a photon-counting detector can be simu-

lated with either a paralyzable or a nonparalyzable model.

However, the real detector usually works somewhere in-

between.40 The semi-empirical method we proposed in this

study does not require knowledge of the detection mecha-

nism; rather, it is based on a relatively simple calibration

process. Therefore, it can be implemented on any photon-

counting detectors. In addition, the method is not limited by

the count rate. We have also tested the method at 0.75� 106

cps/mm2 with similar results. Moreover, the correction

method worked well when the percentage of distortion

increases in a given energy bin. Since the amount of spectral

distortion depends greatly on the selection of the energy win-

dow, one can vary the ratio between the simulated and the

measured counts by shifting the energy threshold. For exam-

ple, setting the last threshold at 90 keV for images obtained

at beam energy of 100 kVp results in a huge deviation of the

measured counts with respect to the simulated count rate.

Our recent study has suggested that the percentage of the

falsely registered counts in this bin, induced mostly by pulse

pile up, can be as high as 70%. Even in this case, Eq. (4)

worked effectively in fitting of the correlation between

measured and simulated counts, and led to good correction

results.

In the calibration process, an empirical fitting function

[Eq. (4)] was employed to represent the nonlinearity between

the measured and incident counts for the photon-counting

detectors. The equation was derived as a simplified version

of a function used in dual-energy material decomposition.54

We chose the current function for three reasons. First, there

is a mathematical similarity between Eq. (4) and the proba-

bility of dead time loss for a nonparalyzable detector.34 The

latter is one of the major contributing factors to estimate

spectral distortion induced by pulse pileup.40 Moreover, the

function can handle nonlinearity between the recorded and

simulated counts. Finally, there is a finite limit for when the

count rate becomes infinitely small or large. The high corre-

lation coefficients shown in Fig. 5 and the successful imple-

mentation in spectral distortion corrections argued in favor

of Eq. (4) in spite of its simple format. Other empirical func-

tions may also be used for calibration. However, a linear fit-

ting won’t be good enough to correct the errors induced by

the distortion, due to the nonlinear nature of some of the arti-

facts, such as pulse pileup effect. One should also be cau-

tious in the selection of the fitting function, if the measured

counts fall outside the calibration range.

In the proposed method, the calibration process utilized

the averaged counts for a given energy bin while the correc-

tion process was applied directly on the measured raw

images for each pixel. The averaged counts after correction

were used to evaluate the method’s performance. The tempo-

ral fluctuation of the tube output was removed by averaging

over 500 frames. Since Eq. (4) is a nonlinear function, the

corrected counts may deviate from the original fitting

depending on the nonlinearity of the fitting curve, which is

mainly determined by the absolute value of b1, and the pixel

counts in the raw image. This is why when we tested the cor-

rection power on BR12 phantom with the calibrations

obtained from the same set of data, the relative RMS errors

for bins 1 and 5 were higher than the other three bins, as

shown in Fig. 6. Another point to note in Fig. 6 is that the in-

herent uncertainty induced by the proposed algorithm is less

than 2%, as indicated by the error levels presented in this

study.

In order to scale the simulated incident spectrum to the

measured one in the proposed spectral distortion correction

method, we assumed that the total energy was conserved.

While the assumption could be correct in the first order

approximation, the report also suggested that there might be

an overestimation in the recorded energy.41 However, in

spectral CT imaging, the attenuation coefficients recon-

structed from different energy bins were used for material

differentiation. Thus, it is the relative count change in adja-

cent energy bins that determined the characteristics of the

energy-dependent attenuation coefficient, as opposed to the

absolute counts in each energy bin. The integrated energy

above the noise floor was used as the scaling factor to

TABLE I. The relative RMS errors in the evaluation studies with (W/) and without (W/O) spectral distortion corrections.

Count rate Effective l Volumetric fraction

Studies W/O (%) W/(%) W/O (%) W/ (%) W/O (%) W/ (%)

8.7 mm PMMA 23.0 1.2 19.0 1.4 — —

48.8 mm PMMA 33.0 1.8 15.5 7.9 — —

100.0 mm PMMA 54.0 7.7 12.9 6.7 — —

Decomposition phantom — — — — 53.3% 6.8%

Table I Ding et al.
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preserve information about the relative magnitude of the

counts in different energy bins. Therefore, this was a reason-

able assumption in this study. It should also be noted that

backscattered photons remove energy from the direct beam.

Energy loss induced by backscattering was not included in

the current simulation. The approach to use the integrated

energy as the scaling factor basically assumes a unique back-

scattering probability for photons with different energies.

The accuracy of the method may be further improved if the

energy-dependent backscattering probability can be included

in the model.

To evaluate the performance of the proposed algorithm,

the relative RMS error was intensively used throughout the

study to compare the raw and the corrected results with

respect to the simulated results. However, it is also important

to note that other sources of error may, at the same time,

contribute to the estimated relative RMS error. For example,

the effect of the statistical error was investigated (Fig. 8). An

increase in relative RMS error as count rate decreased can be

explained by the increase in quantum error that occurs at low

photon fluence. For this reason, the relatively larger RMS

error of 7.7% for a 100 mm PMMA phantom can be attrib-

uted, at least partially, to the contribution of the quantum

error (Fig. 7), as the count rate here was similar to that meas-

ured at 0.4 mA for 48.8 mm PMMA phantom (the first data

point in Fig. 8).

The proposed spectral distortion correction algorithm

depended on accurate fitting of the calibration data. Error

levels can be further reduced if the calibration uses more

data points with smaller steps and an extended count rate

range. The size and the attenuating properties of the sample

will affect the measured count rate. An ideal calibration

should cover all possible count rates that may occur in the

sample measurement, so that the size induced variation is

not a concern. The proposed correction may also face chal-

lenges when the quality of the incident beam has been dra-

matically modified, such as a significant change in the

prefiltration. A new calibration should be carried out to

ensure effective corrections of the distorted spectrum. In

addition, the selection of the calibration material also plays a

role in the effectiveness of the proposed correction method.

Ideally, the material used for calibration should resemble the

tissues in the imaging task in terms of the x-ray attenuation

properties, since the method depends on the incident spec-

trum at the surface of the detector. The purpose of this study

is to evaluate the proposed method for the photon-counting

detectors in breast imaging. For this reason, BR12 phantoms

were used in the calibration process, since they have similar

attenuation properties as the breast tissue. In the evaluation

studies, we have shown that the proposed method worked

well for PMMA phantoms up to 10 cm and polyoxymethy-

lene plastic. Evaluations based on postmortem breast tissues

are currently under investigation in our group. The proposed

method is expected to generate correct images in most cases,

due to the relatively homogenous composition of the breast

tissue. However, increased errors may be presented when

high attenuation materials, such as bone, dominate the field

of view in other imaging tasks. In that case, new calibration

materials should be properly selected to match the investi-

gated sample. Finally, the calibration used averaged counts

for the individual energy bins. Thus, the correction depends

on the selection of the energy thresholds. The proposed algo-

rithm was shown to successfully correct for nonlinearity

with increasing count rate. However, the error from the cor-

rection may still increase if the distortion fraction is too high

in a given energy bin. It would also be more favorable to dis-

tribute the counts evenly among all energy bins so that the

nonlinearity induced by high pixel count will not introduce

deviations from the fitting curve, as discussed in the previous

paragraph.

V. CONCLUSIONS

In conclusion, we have developed a method to correct

for distortions in the recorded spectrum of a photon-

counting detector for its application in breast CT. The

image-based semi-empirical algorithm requires only a

simple calibration and knowledge about the incident x-ray

spectrum. It can be potentially implemented with any

photon-counting detector to correct for spectral distortions

induced by various artifacts. We have shown that the raw

images from a photon-counting detector may contain signif-

icant spectral distortions, which hampers a reliable estima-

tion of the energy-dependent attenuation coefficient that is

essential for quantitative material decomposition in spectral

CT application for breast imaging. The proposed spectral

distortion correction algorithm can effectively reduce the

relative error in a three-material decomposition task from

53.3% to 6.8%. Thus, it is critical to implement spectral dis-

tortion correction for photon-counting detectors for their

application in spectral breast CT.
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