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Abstract
Background—It has frequently been suggested that individuals with autism spectrum disorder
(ASD) have deficits in auditory-visual (AV) sensory integration. Studies of language integration
have mostly used non-word syllables presented in congruent and incongruent AV combinations
and demonstrated reduced influence of visual speech in individuals with ASD. The aim of our
study was to test whether adolescents with high-functioning autism are able to integrate AV
information of meaningful, phrase-length language in a task of onset asynchrony detection.

Methods—Participants were 25 adolescents with ASD and 25 typically developing (TD)
controls. The stimuli were video clips of complete phrases using simple, commonly occurring
words. The clips were digitally manipulated to have the video precede the corresponding audio by
0, 4, 6, 8, 10, 12, or 14 video frames, a range of 0–500ms. Participants were shown the video clips
in random order and asked to indicate whether each clip was in-synch or not.

Results—There were no differences between adolescents with ASD and their TD peers in
accuracy of onset asynchrony detection at any slip rate.

Conclusion—These data indicate that adolescents with ASD are able to integrate auditory and
visual components in a task of onset asynchrony detection using natural, phrase-length language
stimuli. We propose that the meaningful nature of the language stimuli in combination with
presentation in a non-distracting environment allowed adolescents with autism spectrum disorder
to demonstrate preserved accuracy for bi-modal AV integration.
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Individuals with autism spectrum disorders (ASD) have a number of core deficits, including
repetitive or stereotyped behaviors, social-emotional disturbances, and verbal and non-
verbal language difficulties, which significantly disrupt their ability to maintain successful
face-to-face communication. Everyday conversation requires rapid integration of verbal and
nonverbal sensory information from face and voice to interpret a speaker’s expressed
thoughts and emotional intent. This type of multisensory processing may pose specific
difficulties for individuals with ASD.
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There are data suggesting atypical sensory profiles among individuals with ASD (e.g.,
Watling, Deitz, & White, 2001) as well as atypical reactions to sounds and sights, which
may be among the earliest signs of autism in very young children (Osterling, Dawson, &
Munson, 2002). Furthermore, there is a body of literature suggesting that individuals with
ASD have difficulty integrating stimuli from multiple sensory modalities, such as vision and
audition, which is a crucial skill for the processing of everyday conversation. It is as yet
unclear whether these reported sensory integration deficits are based on their overall
cognitive style (Frith, 1989; Frith & Happé, 1994; Happé, 2005), or neuro-anatomical/neuro-
physiological differences (Townsend, Harris, & Courchesne, 1996; Just, Cherkassy, Keller,
& Minshew, 2004; Russo et al., 2007; Castelli, Frith, & Happé, 2002; see Iarocci &
McDonald, 2006 for review). There is clear evidence that typically developing (TD)
individuals integrate facial speech information, i.e. lipreading, with auditory speech input to
enhance language comprehension (Sumby & Pollack, 1954) and that lipreading improves
recognition of speech in noisy environments (Calvert, Brammer, & Iversen, 1998; Massaro,
1984; Summerfield & McGrath, 1984). The question remains whether individuals with ASD
are also able to integrate visual speech information to enhance their comprehension of
everyday spoken language.

There have been only a few studies on the ability of individuals with ASD to integrate visual
lipreading information with auditory speech perception and the evidence so far is
contradictory. Some studies have found decreased influence of visual speech on the
perception of syllables using McGurk-type paradigms (McGurk & MacDonald, 1976). In
these studies, participants are simultaneously presented with auditory information for one
syllable, e.g., /ga/, and mouth movements for a different syllable, e.g., / ba/. In typical
individuals, these two incongruent presentations are perceptually integrated and merged into
a novel syllable, /da/. Individuals with ASD, however, have demonstrated a less consistent
or weaker AV integration effect for these incongruent syllables (Irwin, 2006; Condouris et
al., 2004; Magneé, de Gelder, van Engeland, & Kemner, in press). There is also evidence
that individuals with ASD derive less benefit from lipreading for speech-in-noise paradigms.
When asked to repeat sentences presented in auditory background noise, typical individuals’
accuracy rates significantly improve with the addition of relevant visual speech (lipreading)
information, but individuals with ASD show less such improvement (Smith & Bennetto,
2007). Another study found that 4–6-year-old children with ASD show no preference for
looking at the face of a speaker whose lips are moving in synchrony with the simultaneous
auditory presentation of a sentence, vs. a speaker who is three seconds out of synch (Bebko,
Weiss, Demark, & Gomez, 2006). However, several studies seem to indicate that individuals
with ASD have at least preserved lower-level, or sensory, integration for AV information.
When asked to count visual flashes, the simultaneous presentation of simple auditory beeps
produces illusory additional flashes that are reported equally by participants with ASD and
their TD peers (van der Smagt, van Engeland, & Kemner, 2007). ERP data also suggest that
low-level, sensory integration for auditory and visual speech sounds is intact in adolescents
with ASD (Magneé et al., in press) and there is some evidence of normal AV integration
abilities even beyond basic sensory information, for the repetition of single AV syllables
from a naturalistic computer-generated speaker (Massaro & Bosseler, 2003; Williams,
Massaro, Peel, Bosseler, & Suddendorf, 2004).

In light of these inconclusive prior findings, the aim of our current experiment was to
investigate whether individuals with ASD can integrate visual and auditory speech
information that is presented in a meaningful language context at normal speaking rate, as it
would be during natural face-to-face communication. Our task involved onset asynchrony
detection with full, phrasal-length language stimuli representing basic, conversational
speech. Onset asynchrony detection has been shown to be a reliable task to test AV
integration in typical populations (e.g., van Wassenhove, Grant, & Poeppel, 2007), but has
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not been used in ASD populations. We chose to use meaningful phrase-length language,
rather than single syllables, because of prior evidence showing that the cognitive processing
of meaningful language is not necessarily related to the processing of non-word syllables
(Grant & Seitz, 1998). In order to maximize the ecological validity of this task, our aim was
to use natural language stimuli that could easily occur in everyday conversation. Our prior
research on lipreading of complete words (Grossman & Tager-Flusberg, in press) has led us
to hypothesize that individuals with ASD are better at recognizing meaningful language
stimuli than non-word syllables, a difference also found in typically developing individuals
(Grant & Seitz, 1998). Building on their preserved lower-level sensory AV integration
abilities, we hypothesize that participants with ASD will be able to use the meaningful
language context of our stimuli to enhance their performance and show higher-order AV
integration skills for phrasal speech that are equal to those of their TD peers.

Method
Participants

Two groups participated in this study: 25 adolescents with autism spectrum disorder (20
males, 5 females, mean age 14;5) and 25 typically developing (TD) controls (21 males, 4
females, mean age 13;7). The participants were recruited through advocacy groups for
parents of children with autism, local schools, and advertisements placed in local magazines,
newspapers, and on the internet. Only participants who spoke English as their native and
primary language were included. The Kaufman Brief Intelligence Test, Second Edition (K-
BIT 2; Kaufman & Kaufman, 2004) was used to assess IQ and the Peabody Picture
Vocabulary Test (PPVT-III; Dunn & Dunn, 1997) was administered to assess receptive
vocabulary. We did not administer the PPVT-III to one participant with ASD due to time
constraints, but since his verbal IQ data fell within the matched range (117), he was included
in the final sample. Using a multivariate ANOVA with group as the independent variable we
confirmed that the groups were matched on age (F(1,49) = 1.02, p = .32), sex (χ2(1, N = 50)
= .14, p = .5), verbal IQ (F(1,49) = 2.82, p = .1), nonverbal IQ (F(1,49) = .02, p = .89), and
receptive vocabulary (F(1,48) = 2.27, p = .14) (Table 1).

Diagnosis of autism
Eighteen of the participants in the autism group met DSM-IV criteria for full autism and 7
met criteria for ASD, based on expert clinical impression and confirmed by the Autism
Diagnostic Interview-Revised (ADI-R; Lord, Rutter & Le Couteur, 1994) and the Autism
Diagnostic Observation Schedule (ADOS; Lord, Rutter, DiLavore, and Risi, 1999), which
were administered by trained examiners. Participants with known genetic disorders were
excluded.

Stimuli
We digitally video-recorded a woman’s detailed description of baking various dessert items.
We chose this topic because of its easy accessibility to all adolescent participants and its use
of brief, simple sentences of commonly used words. The camera captured her entire face and
most of her neck, excluding the rest of her body. This tight shot was chosen to maximize
visual presentation of the face and especially the mouth, while eliminating other sources of
communicative information, such as body lean or gestures. The eye gaze of the speaker was
directed towards the camera at all times and her face was captured facing fully front for the
duration of the narrative. The acoustic information was recorded by a microphone integrated
with the camera to ensure synchronicity of the audio and visual channels in the captured
video.
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The resulting digital video file was then cut into individual clips and edited so that each clip
began at the start of a complete phrase to ensure a natural and meaningful language
presentation. The clips were viewed by two coders, who selected the 12 clips deemed most
natural in tone, facial expression, and verbal content. Each clip was approximately 3 seconds
long. We then digitally separated the audio from the video track so they could be slipped out
of synch, with the audio preceding or following the video. We conducted pilot testing to
determine the optimal slip direction (audio preceding or following video) and slip rate
(number of frames difference between audio and video onset) for our adolescent target
population. We tested slip rates of 4, 6, 8, 10, 12, and 14 frames in both slip directions.
Assuming the standard video rate of 30 frames/second, a 4-frame asynchrony translates into
a 120-millisecond (ms) audio delay, while a 14-frame shift represents approximately a
500ms delay. Van Wassenhove et al. (2007) established that fusion perception indicating
AV integration occurred up to 267ms of audio delay. Our chosen slip rates were therefore
both inside and outside the window of audio delays typically perceived as simultaneous,
providing our participants with an appropriate range to demonstrate either decreased or
heightened AV integration skills. Our pilot data showed that typical adolescents were able to
reliably detect even an onset asynchrony of only four frames, or 120 ms when the audio
preceded the video, but required at least a 10-frame or 300ms slip-rate to detect asynchrony
above chance when the video preceded the audio (Figure 1). This result is confirmed by
prior data showing a shorter window for the perception of AV synchronicity for audio
preceding video (video delay), than video preceding audio (audio delay) (see Conrey &
Pisoni, 2006 for review). We decided to use stimuli with audio delay, since the higher
average threshold of asynchrony detection in this slip direction would enable us to capture
greater individual variations in onset asynchrony accuracy.

The typical adolescents in our pilot study were able to reach above 50% accuracy for 10
frames of shift, but not 8. We therefore decided to use the midpoint between 8 and 10 frames
of shift as the detection threshold and present three versions with higher slip rates (10, 12,
14) and three with lower slip rates (4, 6, 8), as well as one version of each clip in-synch,
ultimately creating 7 versions of each of the 12 original clips, for a total of 84 presented
stimuli. We ensured that the offset of all clips occurred simultaneously for audio and video,
so that there was no cue given regarding synchronicity based on whether the sound
continued after the conclusion of the video presentation. All clips were randomized and
counterbalanced to ensure that two clips with the same slip rate or same verbal content did
not follow each other. We created two different counterbalanced sequences and alternated
their presentations between participants.

Procedure
Participants arrived at the testing site with a primary caregiver who gave informed consent.
We also obtained assent of any minor participant over the age of 12. Participants were
seated in front of a screen where the stimuli were presented. We explained the task to each
participant, showing them several sample stimuli of in-synch and out-of-synch trials. ‘In-
synch’ was defined as being the way people normally speak, without any artificial delays
between the speech sounds and their corresponding mouth movements as one might see on
television when the soundtrack slipped from the video. Participants saw the face of the
speaker on the screen of a Dell laptop computer, while hearing her speak through attached
loudspeakers. We refrained from using headphones, because some participants with ASD
had previously been easily distracted by them. The instructions were to state whether each
trial had been in-synch or not and participants’ verbal responses of ‘yes’ or ‘no’ were
recorded on a score sheet for each presented stimulus. Their responses were also digitally
audio-recorded and the score sheet was double-checked for errors using that recording after
each participant’s visit had concluded.
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Results
Mean accuracy scores and confidence intervals for each group’s performance on all slip
rates can be found in Table 2. Accuracy for in-synch trials was 97% for the ASD group and
93% for the TD group with no significant difference between the two groups (t (48) = 1.86,
p = .07, two-tailed). These results confirm that both cohorts were able to follow the task
directions and accurately identify in-synch trials. After excluding the in-synch trials, we
computed a 2 (group) by 6 (slip rate) repeated measures ANOVA for accuracy of onset
asynchrony detection and found an expected main effect for slip rate (F (5, 240) = 385.9, p
< .0001, partial η2 = .89), showing that higher slip rates resulted in greater accuracy of
asynchrony detection. We found no effect for group (F (1, 48) = .09, p = .77, partial η2 = .
002) and no group by slip-rate interaction (F (5, 240) = .82, p = .54, partial η2 = .017),
(Figure 2). The sphericity assumption was met. Pearson correlations revealed no significant
correlations between accuracy scores and diagnostic and standardized test data in the ASD
group (ADI Social: r2 = .002, ADI Verbal Communication: r2 = .08, ADOS
Communication: r2 = .09, ADOS Social: r2 = .005, ADOS Combined: r2 = .03, VIQ: r2 = .1,
NVIQ: r2 = .11, Full IQ: r2 = .14, PPVT: r2 = .14, age: r2 = .003), or the TD group (VIQ: r2

= .05, NVIQ: r2 = .02, Full IQ: r2 = .007, PPVT: r2 = .02, age: r2 = .13).

To determine whether our results were skewed by a large number of participants with milder
autism symptoms, we repeated the analysis using only the 18 adolescents who met criteria
for full autism on the ADOS and the original 25 TD control subjects. Our results showed the
same main effect for slip rate (F (5, 205) = 300.95, p < .0001, partial η2 = .88) and again
revealed no main effect for group (F (1, 41) = .071, p = .79, partial η2 = .002) or group by
slip-rate interaction (F (5, 205) = 1.26, p = .28, partial η2 = .03).

Discussion
The aim of our study was to determine whether adolescents with ASD are able to integrate
auditory and visual information of meaningful language stimuli presented in a task of onset
asynchrony detection. The results clearly show that, as we predicted, the participants with
ASD were as accurate as their TD peers at all slip rates. The small between-group effect
sizes and overlapping confidence intervals for the accuracy means strengthen the argument
that the good performance of the ASD group is based on a true lack of group difference,
rather than a lack of statistical power.

Studies of AV integration in ASD using McGurk-type paradigms of congruent and
incongruent non-word syllables have revealed decreased influence of the visual speech
component on perception in individuals with ASD compared to their TD peers (Irwin, 2006;
Condouris et al., 2004; Magneé et al., in press; deGelder, Vroomen, & van der Heide, 1991),
seemingly contradicting our results. However, it has been established that the temporal
component of language, which is not measured by a McGurk paradigm, has a significant
effect on AV integration (Shams, Kamitani, & Shimojo, 2004), even in participants who do
not demonstrate a McGurk blending effect (Brancazio & Miller, 2005), indicating that AV
integration goes beyond the type of perceptual blending tested in a McGurk paradigm.

The use of full, meaningful phrase-length speech, rather than single syllables may also have
affected our results. Grant and Seitz (1998) used four tasks involving the recognition and
AV integration of syllables and sentences in noise, quiet presentations of congruent and
incongruent syllables (McGurk), and onset asynchrony of sentences in noise with a group of
hard-of-hearing adults. Their aim was to determine whether the ability to integrate AV
information of non-word syllables was correlated to the AV integration skills of meaningful
sentences. Their results showed that AV benefit for meaningless speech sounds was not
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correlated with AV benefit for meaningful sentences. This distinction between the AV
integration of non-word syllables, as used by McGurk-type paradigms, in contrast to
meaningful phrases, may explain the differences between the impaired AV performance in
participants with ASD found by studies using syllables and the preserved AV integration
accuracy for meaningful, phrasal language we describe here. In a separate study, Grant and
Seitz (2000) also demonstrated that language context is relevant for the accurate processing
of language information. They found that a group of hard-of-hearing adults was significantly
more accurate at recognizing meaningful sentences than isolated words at three different
levels of background noise. These data provide strong evidence that the verbal
meaningfulness of a linguistic stimulus is crucial to its accurate perception and support our
result of preserved AV integration skills for meaningful sentences in adolescents with ASD.

Several studies have documented intact low-level integration of auditory and visual stimuli,
using beeps and flashes (van der Smagt et al., 2007) or non-word syllables (Magnée et al., in
press). This raises the question of whether the adolescents with ASD in the present study
were able to detect onset asynchrony simply using those low-level, pre-phonetic integration
skills. Magnée et al. (in press) discuss two levels of AV integration, an early, low-level and
probably prephonetic effect, as well as a later ERP measure indicative of processing
complex phonological stimuli, in their case a two-syllable non-word. We propose that the
phrase-length stimuli used in the present study fall within the category of complex
phonological stimuli and could not be adequately dealt with using only low-level, pre-
phonetic processing, especially because participants could not respond to the stimuli until
the entire phrase had been presented. Since there are a multitude of acoustic and visual
transitions taking place over the course of these stimuli, it would be extremely difficult for
participants to ignore all but the very first and very brief auditory and visual events without
being influenced by the richness of the subsequent visual and auditory speech information or
the overall meaning of the presented phrase, thereby requiring participants to use higher-
level processing for these complex language stimuli.

There have been only a few studies of AV integration in ASD using meaningful language
stimuli. Bebko et al. (2006) found decreased AV integration for linguistic stimuli in very
young children (aged 4–6 years) with ASD, using a preferential looking paradigm. The
children were asked to attend to two screens, both showing the same speaker’s face while
listening to an auditory sentence that was in-synch with only one of the faces. The
researchers recorded the children’s looking patterns and found no preference in the ASD
group to visually attend to the face of the in-synch speaker. It is possible that the
significantly larger onset asynchrony (3 seconds) between visual and auditory speech
provided too much of a sensory challenge for the young children with ASD to deal with
complex language information. It is also possible that previously documented deficits in
divided attention among individuals with ASD (Courchesne, Townsend, Akshoomoff, &
Saitoh, 1994; Rinehart, Bradshaw, Moss, Brereton, & Walker, 2001), negatively affected the
target group in Bebko et al.’s (2006) study due to the difficulty of attending to two screens
that were relatively far apart (60cm). Furthermore, the age difference between these young
children and the adolescents studied here makes it difficult to compare the results across
these two studies.

Smith and Bennetto (2007) used complete sentence stimuli in a language-in-noise paradigm
with a group of high-functioning adolescents with ASD and concluded that participants with
ASD showed less improvement with bi-modal over auditory-only stimuli compared to their
TD peers. They also demonstrated that individuals with ASD were significantly worse than
their TD peers in the uni-modal condition of auditory-only language-in-noise recognition,
which contributed significantly to their bi-modal accuracy scores. It has been established
that individuals with ASD are often overly sensitive to auditory stimulation (Grandin &
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Scariano, 1986; Boatman, Alidoost, Gordon, Lipsky,&Zimmerman, 2001) and are worse
than their TD peers in detecting language in noise (Alcántara, Weisblatt, Moore, & Bolton,
2004). When comparing the accuracy rates for the auditory-only and AV conditions, Smith
and Bennetto (2007) found that both participant groups significantly improved with the
addition of visual speech information. This result thus supports our claim that adolescents
with ASD are able to integrate AV information for stimuli containing meaningful language
information.

The aim of our experiment was to test the ability of adolescents with ASD to integrate AV
speech components in a task that would allow them to derive the maximum benefit from
meaningful language context, while at the same time minimizing distractions that may be
related to their putative deficits in filtering out auditory background noise (Alcántara et al.,
2004). We propose that presentation of meaningful language stimuli, rather than non-word
syllables, in a quiet environment may have enabled our adolescent participants with ASD to
accurately integrate the temporal aspects of auditory and visual language information. Our
data cannot determine the underlying processing strategies of the two participant groups, but
rather show that there was no difference in the behavioral accuracy for this AV integration
task between adolescents with ASD and their typically developing peers. Further study of
sensory processing and integration in individuals with ASD is required to determine whether
the deficits and strengths for sensory integration found in different experiments are based on
underlying cognitive profiles, differences in neurological processing, or artifacts of
methodology, specifically the different types of AV integration skills tapped by studies of
non-words syllables vs. meaningful language, and language-in-noise vs. onset asynchrony
detection.

Conclusion
Adolescents with ASD can detect onset asynchrony in phrase-length language stimuli. We
propose that meaningful linguistic context presented without background noise provides a
more successful basis for AV integration in this population than single non-word syllables,
or competitive auditory stimulation. These results could influence our approaches to
intervention by focusing on presentation of sentence-length AV language in non-competitive
sensory backgrounds.

• Individuals with autism spectrum disorders (ASD) have been reported to have
difficulty integrating multimodal sensory information.

• Many studies of auditory-visual (AV) integration in ASD use non-word
syllables as stimuli, rather than meaningful language.

• Our study investigated AV integration of meaningful full-sentence stimuli using
onset-asynchrony detection.

• Adolescents with ASD were as accurate as their typically developing peers in
completing this task.

• Clinical interventions for individuals with ASD should not shy away from using
AV integrated language and sentence-length tokens.

Abbreviations

ASD autism spectrum disorders
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TD typically developing

AV auditory-visual

ADOS Autism Diagnostic Observation Schedule

ADI-R Autism Diagnostic Interview-Revised

K-BIT 2 Kaufman Brief Intelligence Test, Second Edition

PPVT-III Peabody Picture Vocabulary Test, Third Edition
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Figure 1.
Pilot study accuracy in percent correct (error bars are standard error of mean)
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Figure 2.
Accuracy by slip rate in percent correct (error bars are standard error of mean)
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Table 1

Descriptive characteristics of participants

ASD (N = 25)
Mean (St. Dev.)

Typical controls (N = 25)
Mean (St. Dev.)

Age 14;5 (2;11) 13;7 (2;7)

Verbal IQ 109.24 (17.85) 116.96 (14.49)

Nonverbal IQ 113.20 (10.36) 113.60 (10.21)

PPVT 113.08 (20.02) 120.08 (11.50)
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