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Abstract A protocol to generate parameters for the

AMOEBA polarizable force field for small organic mole-

cules has been established, and polarizable atomic typing

utility, Poltype, which fully automates this process, has

been implemented. For validation, we have compared with

quantum mechanical calculations of molecular dipole

moments, optimized geometry, electrostatic potential, and

conformational energy for a variety of neutral and charged

organic molecules, as well as dimer interaction energies of

a set of amino acid side chain model compounds. Fur-

thermore, parameters obtained in gas phase are substanti-

ated in liquid-phase simulations. The hydration free energy

(HFE) of neutral and charged molecules have been calcu-

lated and compared with experimental values. The RMS

error for the HFE of neutral molecules is less than 1 kcal/

mol. Meanwhile, the relative error in the predicted HFE of

salts (cations and anions) is less than 3% with a correlation

coefficient of 0.95. Overall, the performance of Poltype is

satisfactory and provides a convenient utility for applica-

tions such as drug discovery. Further improvement can be

achieved by the systematic study of various organic com-

pounds, particularly ionic molecules, and refinement and

expansion of the parameter database.

Keywords AMOEBA � Polarizable force field � Small

molecule modeling � Poltype � Atomic typer � Molecular

dynamics

Abbreviations

AMOEBA Atomic multipole optimized energetics for

biomolecular applications

DMA Distributed multipole analysis

HFE Hydration free energy

ESP Electrostatic potential

1 Introduction

The classical fixed-charge molecular mechanics force field

has been the conventional model to study biological mac-

romolecular systems. However, Buckingham [1] pointed

out as early as 1967 that the intermolecular forces are

electrostatic in nature and can be modeled with electric

multipole moments and induction. Despite investigations

of various polarizable force fields [2–8], few large-scale

macromolecular simulations have taken advantage of these

models. Furthermore, the need for a polarizable force field

has been widely acknowledged [9, 10]. Studies identify

that fixed-charge force fields have difficulties with calcu-

lating the solvation free energy of polar small molecules,

particular those containing hydroxyl groups [11], which are

common in carbohydrates. Patel et al. [12] studied polari-

zation in further detail and proposed the TIP4P-QDP

charge-dependent polarizability water model. This work
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revealed the effects of polarization variability on the

enhanced structure at liquid–vapor interface. Additionally,

the energetics [13] as well as thermodynamics of single-

atom monovalent [14, 15] and divalent [16] ions in solvent

have been studied with polarizable models. The importance

of polarization in protein–ligand recognition [17–19] has

been identified. Although other classical force fields have

been extended to include polarization interactions, such as

PIPF-CHARMM [20], most polarizable force fields lack

higher-order electronic moments.

The AMOEBA (Atomic multipole optimized energetics

for biomolecular applications) polarizable force field is an

effort to achieve chemical accuracy of conformational and

interaction energies to quantum mechanical models.

Moreover, AMOEBA addresses differences in systems

where assuming an averaged polarization is not adequate.

Its permanent point multipole up to quadrupole is capable

of describing the intricate electrostatic potential surfaces.

Polarization is represented with polarizable point dipoles

that can fully describe the directionality of electron redis-

tribution without the need for fictitious particles. While

small molecule parameters can be obtained relatively easily

for fixed-charge force fields [21, 22], adoption of a multi-

pole-based force field has been limited due to the lack of

automation for parameterization. Higher-order multipole

moments require the choice of a local frame, and the

assignment of atomic polarizabilities is necessary as well.

This work articulates a procedure to generate the

AMOEBA force field parameters for small molecules such

as protein ligands. Additionally, a utility, Poltype, has been

implemented to fully automate this procedure and is

available at http://water.bme.utexas.edu/wiki/index.php/

Software:Poltype. The parameters obtained from this pro-

cedure are substantiated via comparisons with quantum

mechanics calculations, other molecular mechanics simu-

lations, and experimental measurements for a range of

properties.

2 Methods

2.1 AMOEBA force field

The AMOEBA force field is a polarizable molecular

mechanics model that treats electrostatic interactions with

higher-order moments up to quadrupoles. The potential

energy model has been described previously [23–25] and is

briefly explained here for reference. The potential energy

function comprises bonded and non-bonded interactions.

Bonded interactions include bond stretching, angle-bend-

ing, bond-angle stretch-bending, out-of-plane bending, and

rotation about torsion. Non-bonded interactions include

van der Waals, permanent and induced electrostatics.

U ¼ Ubond þ Uangle þ Ubh þ Uoop þ Utorsion þ UvdW

þ Uperm
ele þ Uind

ele

Bonded interactions in the AMOEBA force field adopt

non-harmonic functional forms. Bond stretch energies

utilize the fourth-order Taylor expansion of the Morse

potential. Bond-angle bend and torsion energies utilize a

sixth-order potential and a six-term Fourier series

expansion, respectively. These valence functional forms

are the same as those used by the MM3 [26] classical

molecular mechanics potential. Additionally, out-of-plane

bending was restrained at sp2-hybridized trigonal centers

with a Wilson–Decius cross-function [27].

Ubond ¼ Kbðb� b0Þ2½1� 2:55ðb� b0Þ
þ 3:793125ðb� b0Þ2

Uangle ¼ Khðh� h0Þ2½1� 0:014ðh� h0Þ
þ 5:6� 10�5ðh� h0Þ2

� 7:0� 10�7ðh� h0Þ3 þ 2:2� 10�8ðh� h0Þ4�

Ubh ¼ Kbh½ðb� b0Þ þ ðb0 � b0hÞ�ðh� h0Þ

Utorsion ¼
X

n

Kn/½1þ cosðn/� dÞ�

Uoop ¼ Kvv
2:

Bond lengths, bond/torsion phase angles, and energies

are in units of Å, degrees, and kcal/mol, respectively. The

repulsion–dispersion interactions are represented with a

buffered 14-7 potential [28].

UvdwðijÞ ¼ eij
1:07

qij þ 0:07

 !7
1:12

q7
ij þ 0:12

� 2

 !
:

The potential is a function of separation distance, Rij,

between atoms i and j qij ¼ Rij=R0
ij where R0

ij is the

minimum energy distance and is combined for

heterogeneous atom pairs R0
ij ¼

ðR0
iiÞ

3þðR0
jjÞ

3

ðR0
iiÞ

2þðR0
jjÞ

2. In addition, the

potential minimum in kcal/mol is combined for

heterogeneous atom pairs eij ¼ 4eiiejj

ðe1=2

ii þe1=2

jj Þ
2.

Permanent electrostatic interactions are computed with

higher-order moments where

Mi¼½qi;dix;diy;diz;Qixx;Qixy;Qixz;Qiyx;Qiyy;Qiyz;Qizx;Qizy;Qizz�T

is a multipole composed of charge, qi, dipoles, dia, and

quadrupoles, Qibc. The interaction energy between two

multipole sites is
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Multipoles are defined at atomic centers in relation to a

local frame defined by other atoms that are bonded to it. A

triplet of atoms is used to specify a local frame following

the z-then-x convention. Figure 1a illustrates an example of

an asymmetric local frame for atom A defined by atoms A,

B, and C. The vector created by AB is the direction of the

positive z-axis. The positive x-axis lies on the plane created

by ABC and creates an acute angle with AC. The positive y-

axis is defined to create a cubic right-handed coordinate

system. Figure 1b illustrates an example of a local frame in

which B and C are symmetric with respect to A, such as a

water molecule. The z-axis is defined as the bisector of

\BAC. The x-axis is defined as the vector along the

aforementioned plane that creates an acute angle with AB

and is orthogonal to the z-axis. As with the former case, the

y-axis is defined to create a right-handed coordinate system.

Electronic polarization describes the redistribution of

electron density due to an external field. Polarizable point

dipoles are utilized by AMOEBA at atomic centers to

describe this effect. An iterative induction approach orig-

inally developed by Thole [29] is adopted in which an

induced dipole at site i continues to polarize all other sites

until convergence is achieved at all induced dipole sites.

This method imposes a damped polarization interaction at

very short range in order to avoid a well-known artifact of

point polarizability models by smearing one of the atomic

multipole moments in each pair of interaction sites [30].

The damping functions for charge, dipole, and quadrupole

interactions have been derived previously [24]. The

smearing function of a charge has the form

q ¼ 3a

4p
expð�au3Þ

and u ¼ rij= aiaj

� �1=6
where rij is the linear separation

between sites i, j and ai, aj are their corresponding atomic

polarizabilities. The factor ‘‘a’’ is a dimensionless width

parameter that determines the damping strength.

2.2 Protocol

Given the structure, net charge, and multiplicity of a

molecule, all parameters can be systematically determined.

The AMOEBA force field requires parameters for atomic

charges, dipoles, quadrupoles, polarizabilities, damping

coefficients (for high valence ions only), van der Waals

diameters, and well depths. Valence parameters include

force constants and equilibrium values for bond lengths,

angles, and torsion force constants of up to sixfold. Fig-

ure 2 depicts an overview of the parameterization process.

This procedure is implemented by the Poltype polarizable

atomic typing utility.

Prior to parameterization, the molecule with coordinates

(Fig. 2) is needed. Rotatable bonds are identified about

four heavy atoms in which the second and third atoms

share a single bond. Bond types can be provided in the

structure given to Poltype. If not assigned, atom and bond

perception are performed by taking advantage of the

mechanism offered by The Open Babel Package, version

2.3.0. available at http://openbabel.sourceforge.net. Sym-

metric multipoles are classified (Fig. 2) based on an iter-

ative algorithm to identify graph invariant indices [31, 32]

based on the maximum graph theoretical distance, heavy

valence, aromaticity, ring atom, atomic number, heavy

bond sum, and formal charge of an atom.

Multipoles are obtained with Stone’s distributed multi-

pole analysis [33] and then refined via electrostatic

potential fitting. All quantum mechanics (QM) calculations

are performed with Gaussian 09 [34]. The structure is first

optimized at the HF/6-31G* level. The initial QM single-

point calculation (Fig. 2) then computes the electron den-

sity matrix using the MP2/6-311G** level of theory and

basis set. Additionally, a grid of electrostatic potentials is

populated from high-level basis set single-point calcula-

tions (Fig. 2), which may be either the MP2/6-

311??G(2d, 2p) or MP2/aug-cc-pVTZ basis sets. The

electrostatic potential is computed for a grid around each

molecule. Grid points of four shells of increasing distance

around a molecule with an offset of 1 and 0.35 Å apart are

generated. The GDMA program [35] implements distrib-

uted multipole analysis [33]. It arranges multipole sites at

atomic centers and analytically assigns initial multipoles

(Fig. 2) based on the density matrix. In GMDA v2.2,

‘‘Switch 0’’ and ‘‘Radius H 0.65’’ are set to access the

original DMA procedure. Atomic polarizabilities are

assigned based solely on the element type of each atom.

Polarization groups are partitioned between rotatable

bonds. The final multipole parameters (Fig. 2) are further

optimized by fitting to electrostatic potentials with a

A

B C

Z

XA

B C
Z

X

(b)(a)

Fig. 1 Given atoms A, B, and C, the local frame is identified by the

z-axis and x-axis as shown. The y-axis is defined to create a right-

handed coordinate system with the existing axes
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0.1 kcal mol-1 electron-2 gradient convergence criteria.

When there is intramolecular polarization, the electrostatic

potential around the molecule is calculated from the per-

manent multipoles with fully induced dipoles added.

Potential fitting and multipole assignment are currently

based on modified utilities available in TINKER 5.1, and

standalone versions of Poltype will be developed within the

Force Field X (FFX) platform available at http://ffx.

kenai.com/. In accordance with the solvation study con-

ducted by Shi et al. [36], quadrupoles of hydroxyl groups are

scaled by 60% after electrostatic potential fitting.

Diameter and well-depth values for van der Waals are

assigned based on elements and their valence orbitals.

A SMARTS string pattern was used to search for bond

orders with its neighbors and assigned after a database

lookup (Fig. 2). Hydrogen atoms also have a reduction

factor that is based on the valence orbital of the atom to

which it is bonded. Force constants for bond length, angle-

bend, stretch-bend, out-of-plane bend, and torsions about

non-rotatable bonds are similarly obtained from a database

lookup (Fig. 2). Equilibrium values are taken from the QM

optimized geometry.

Torsional parameters about rotatable bonds (Fig. 2) are

obtained by comparing the conformational energy profile

calculated from QM with the AMOEBA model that includes

electrostatics, vdW, bonds, angles, parameters. A set of

torsion parameters is identified by 4 atom classes that sur-

round the rotatable bond and are composed of force constants

for each periodicity (1–6). The dihedral angle is scanned by

minimizing all torsions about the rotatable bond of interest at

30� intervals with restraints. The sixth-order Fourier series is

then fit to the difference between the QM conformational

energy and AMOEBA’s energy without the rotatable-bond

torsion term. The QM conformational energy was obtained at

the M06L/6-31G** level. Since torsion scanning gives 12

data points, no more than 8 parameters may be used to fit to

the conformational energy profile. Torsions about the same

central bond that are also in-phase are collapsed into one set

of parameters for the fitting, and the contributions are dis-

tributed evenly among the parameters. Additionally, if a

torsional parameter is greater than the difference between the

maximum and minimum energy, then that parameter was

omitted, and the rest of the parameters were fit again.

However, if all parameters are removed after the magnitude

test, the torsion parameters of only the atoms used to restrain

the torsions were fitted. If more than one rotatable bond

contains the same classes, the force constants of all classes

are averaged.

3 Results and discussion

3.1 Monomeric comparisons

Quantum mechanics calculations provide molecular prop-

erties such as dipole moments, optimized structures,

Fig. 2 Overview of the parameterization procedure for Poltype
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conformational energies, and electrostatic potentials of a

grid around a molecule. The parameters of a diverse set of

small organic molecules have been obtained using the

Poltype polarizable atomic typing utility. A representative

set of amino acid side-chain model compounds obtained

from the Atlas of Protein Side-Chain Interactions [37, 38]

was parameterized. Additionally, the parameters for a

subset of small molecules, for which experimental hydra-

tion free energies are available [39, 40], were obtained as

well. The full listing of dipole moments, electrostatic

potential room mean square deviation, optimized structure,

and conformation energies computed with Poltype/

AMOEBA parameters and quantum mechanics are pro-

vided in the supplementary material. The molecular dipole

moment of the optimized geometry computed using the

Poltype/AMOEBA parameters compared with quantum

mechanics calculations is shown in Fig. 3. The RMS error

of all molecular dipoles is 0.16 Debye, and the correlation

coefficient is 0.998. Molecules with particularly large

dipole moment errors are anionic molecules such as CH3S-

and C6H5S- with errors of 0.62 and 0.42 Debye, respec-

tively. The molecular dipole moment from quantum

mechanics calculations are 6.71 and 3.40 Debye, respec-

tively. Although C6H5S- may not have a large relative

error, it poses one of the largest absolute errors. The

electrostatic potential (ESP) RMS difference of a grid of

point charges around a molecule is 0.16 kcal/mol, and the

molecules with the largest errors follow the same trend

as that for dipoles. The average RMS distance between

optimized geometries from Poltype/AMOEBA mole-

cules and those optimized from quantum mechanics is

0.08 Å. For conformational energies, the correlation of all

conformations prior to torsional fitting about rotatable

bonds yielded a 3.6 kcal/mol RMS deviation from QM and

a 0.13 correlation coefficient. After fitting, the RMS

deviation decreased to 1.24 kcal/mol with a 0.91 correla-

tion coefficient.

3.2 Dimer calculations

The packing of side chains makes significant contribution

to protein stability. Investigation of interactions between

side-chain model compounds is commonly used for eval-

uating the potential energy models. Typically, fixed-charge

potential energy models are not able to accurately repro-

duce both gas-phase and solution-phase properties. How-

ever, AMOEBA aims to capture the energetics in different

environments by including explicit polarization effects.

The aforementioned Atlas of Protein Side-Chain Interac-

tions [37, 38] were compiled by clustering interacting side

chain pair conformations in 2,548 non-homologous protein

structures from the Protein Data Bank. The geometry of the

top cluster from the side chain pairs was used for dimer

calculations. As the atlas only contains the conformation of

heavy atoms, the systems were prepared [41] by adding

hydrogen atoms to each model compound, and then each

pair was optimized at the DFT/TZVP level. Heavy atoms

were held fixed during optimization. Table 1 shows the

interaction energy of the most common dimer configura-

tions calculated with AMOEBA compared with other QM

and molecular mechanics methods. Amino acids are iden-

tified by their standard abbreviations. Charged residues that

are neutralized have an ‘‘(N)’’ designation. Interactions

calculated with CCSD(T)/CBS [42–44] are considered

reference energies. The OPLS-AA/L [45] and Amber

parm03 [46] are energies computed with fixed-charge force

fields and were taken directly from a study by Berka and

coworkers [41]. Note that typically fixed-charge force

fields use ‘‘enhanced’’ atomic charges for condensed-phase

modeling such that comparison with gas-phase QM is not

entirely useful. The DFT/TZVP and RI-MP2/aVTZ are

quantum mechanics calculations used for comparison.

Overall, the mean relative error (MRE) and maximal

relative error (MRX) of interaction energies computed with

parameters from Poltype for the AMOEBA force field are

lower than errors of other force fields as well as DFT, but

comparable to RI-MP2 results. The mean absolute error

(MAE), maximal absolute error (MAX), and root mean

square error (RMS) are also lower than other molecular

mechanics methods, but worse than DFT. Interestingly, the

MRX of all molecular mechanical methods perform better

than DFT, as the latter shows significant ‘‘relative’’ errors

for weak associating dimers. Similarly, AMOEBA and the

fixed-charge force fields yield a lower MAE compared to

DFT. However, when an empirical dispersion function was
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Fig. 3 Molecular dipole moment computed from AMOEBA param-

eters and quantum mechanical calculations
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incorporated in the DFT method [47, 48], the interaction

energy prediction improves significantly [41]. RI-MP2

performs remarkably well in producing accurate interaction

energies when compared to CCSD(T)/CBS.

The charged pairs arginine–aspartate and lysine–gluta-

mate (RD and KE) seem to be the source of the largest

absolute error for all molecular mechanics methods.

However, the relative error of the RD pair was less than

10% for Poltype/AMOEBA and OPLS-AA/L with a larger

error for Amber parm03. The relative error for the KE pair

was less than 5% for AMOEBA and OPLS force fields.

Additionally, an SAPT decomposition of the KE interac-

tion reveals that higher-order energy beyond first-order

electrostatics and repulsion and second-order induction and

dispersion stabilizes the pair by about 3 kcal/mol. Con-

versely, higher-order energy stabilizes the RD pair by more

Table 1 Interaction energies (kcal/mol) for amino acid pairs (identified by their standard abbreviations) calculated using several approaches in

the gas phase

Dimera CCSD(T)

CBSb
Poltype

AMOEBA

OPLS-AA/Lc parm03d DFT

TZVP

RI-MP2

aVTZ

RD -110.80 -100.33 -105.71 -90.37 -110.60 -110.21

KE -108.40 -104.86 -106.02 -103.57 -108.27 -107.75

DH(N) -30.64 -28.15 -12.20 -22.36 -28.83 -30.91

D(N)H(N) -17.97 -15.10 -10.90 -7.80 -16.26 -17.94

R(N)D(N) -16.32 -12.38 -8.94 – -14.71 -15.92

K(N)E(N) -10.76 -9.54 -8.80 -9.11 -9.81 -10.65

QN -7.37 -4.86 -8.61 -8.84 -5.66 -6.92

TT -6.50 -7.99 -7.96 -6.83 -4.81 -6.28

YY -4.66 -5.41 -3.84 -3.62 1.35 -5.51

TS -4.50 -5.15 -4.38 -4.40 -3.36 -4.30

LW -4.04 -4.16 -3.46 -3.46 1.00 -4.74

YP -3.79 -3.83 -3.05 -3.09 0.44 -4.11

FF -2.33 -2.41 -1.97 -2.26 1.11 -3.04

MM -2.03 -1.95 -3.14 -2.35 1.22 -2.01

LY -1.72 -1.72 -1.86 -1.52 0.96 -1.66

LL -1.62 -1.60 -1.40 -1.66 0.00 -1.60

MC -1.46 -1.28 -2.01 -1.20 0.25 -1.43

VV -1.39 -1.52 -1.36 -1.43 0.44 -1.28

IL -1.39 -1.36 -1.19 -1.41 0.06 -1.35

II -1.24 -1.22 -1.13 -1.20 0.62 -1.11

LT -1.09 -1.11 -0.91 -1.05 0.02 -1.02

VL -1.08 -1.06 -0.81 -1.11 0.11 -1.01

AL -1.07 -1.11 -1.00 -0.94 0.71 -0.93

LG -0.77 -0.75 -0.75 -0.53 -0.09 -0.71

MRE [%] 8.69 19.54 13.55 83.61 6.52

MRX [%] 34.01 60.19 56.58 166.28 -30.62

MAE 1.28 2.11 2.22 2.03 0.26

MAX 10.47 18.44 20.43 6.01 -0.85

RMS 2.61 4.16 4.78 1.4 0.36

Interaction energies computed with the CCSD(T) level of theory extrapolated to the complete basis set limit (CBS) is used as the reference

method. Interaction energies calculated with the AMOEBA force field parameterized with Poltype are performed as a part of this work. The DFT

method was carried out with the TPSS functional and TZVP basis. The aug-cc-pVTZ basis set and resolution of identity approximation was used

for the MP2 method. MRE is the unsigned mean relative error (%), MRX is the signed maximal relative error (%), MAE is the unsigned mean

absolute error, MAX is the signed maximal absolute error, and RMS is the signed root mean square error
a Other than Poltype/AMOEBA, interaction energies were calculated by (Berka [41])
b Reference calculation (Tsuzuki [42]; Sinnokrot [43]; Hobza [44])
c Interaction energy computed using OPLS-AA/L force field (Kaminski [45])
d Interaction energy computed using parm03 force field (Duan [46])
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than 6 kcal/mol and suggests that the difficulty with this

pair may be due to interactions not captured by the energy

function of molecular mechanics models.

Pairs with polar residues yield lower absolute error for

Poltype/AMOEBA. However, it should be noted that the

conformation of residues such as aspartic acid may be

artificial due to the system preparation described above.

Since all geometries chosen for the aspartic acid have C–O

bond lengths in a narrow range between 1.24 and 1.25 Å,

this geometry only corresponds to the COO–carboxylate

ion [49, 50]. Typically, protonated carboxylic acid exhibits

asymmetric bond lengths of 1.31 and 1.2 Å. Since geom-

etries in the current test set are obtained from PDB struc-

tures and then minimized with heavy atoms fixed and

hydrogen atoms added, pairs with artificially protonated

carboxylic acid such as D(N)H(N) do not accurately

describe electron distributions of charged carboxylate nor

neutral carboxylic acid. Reassignment of multipoles with

the artificial structure indeed yields an interaction energy of

the D(N)H(N) pair that more closely matches the reference

energy of the structure. The R(N)D(N) pair exhibits a

similar sensitivity to geometry in which an assignment of

multipoles with the given structure yields the error in

Table 1, but the assignment of multipoles with a monomer-

optimized structure further underestimated the interaction

energy by *3 kcal/mol. These examples suggest that the

electron distribution of unphysical structures, particularly

protonation states that are incompatible with its heavy atom

conformation, cannot be captured by molecular mechanical

models including AMOEBA. The parameterization of

molecular mechanics models is based on minimum energy

structures as it is unlikely for simple classical mechanical

model to capture the complete potential energy surface

especially when the structures deviate significantly from

the local minima and ‘‘chemical’’ changes are involved.

Nonetheless, dimer interaction energy calculations provide

insight into the non-covalent interactions of a system and

are conducive to the development of a force field. This is

particularly true for AMOEBA since polarization allows

parameters to be transferable between gas- and condensed-

phase without the need to ‘‘pre-polarize’’ and scale up

partial charges. Moreover, other workers [51] support the

proficiency of AMOEBA in predicting interaction energies

of fragment pairs decomposed from the HIV-II protease

crystal structure and show improvement over other classi-

cal molecular mechanics models.

3.3 Solvation

The thermodynamic properties of molecules developed

with Poltype are studied and compared with experimental

values. The parameters of several families of small mole-

cules containing functional groups in drug-like molecules

were obtained for AMOEBA using Poltype, and their

hydration free energies (HFE) are computed with the

Bennett acceptance ratio (BAR) [52]. In a similar proce-

dure as a previous AMOEBA HFE study [36], perturba-

tions of the solute required the decoupling of electrostatic

and van der Waals interactions. The perturbation of elec-

trostatic atomic multipoles and polarizabilities was scaled

down linearly with k = (1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3,

0.2, 0.1, and 0.0). We also scale down the radius and well

depth of vdW interactions linearly with k = (1.0, 0.9, 0.8,

0.75, 0.7, 0.65, 0.6, 0.5, 0.4, 0.2, and 0.0). Molecular

dynamics in solvent were carried out by placing the solute

molecule at the origin of a cubic, pre-equilibrated, 28.78-Å

periodic box containing 800 water molecules. The system

was then equilibrated for 50 ps at 298 K. For each per-

turbation step, 500-ps molecular dynamics simulations

were performed with 1 fs time steps and vdW cutoff of

12 Å at 298 K constant temperature using the Berendsen

thermostat [53]. The long-range electrostatics for all the

systems were treated using particle mesh Ewald (PME)

summation [54–56]. The atomic coordinates at every 500 fs

were used for post-analysis except for first 100 ps simu-

lation. Gas-phase simulations were run on the single solute

molecule for 50 ps with a time step of 0.1 ps at 298 K using

a stochastic thermostat. Atomic coordinates at every 100 fs

were used for post-analysis. Previously, Mobley et al. [57]

conducted a study to compute HFE for a larger set of

molecules with the fixed-charge general Amber force field

(GAFF) [58] by assigning AM1-BCC partial charges [8,

59]. Hydration free energies with the AMOEBA force field,

GAFF, and experimental results [39, 40] are listed in

Table 2. Included in the table is also the free energy dif-

ference observed, while electrostatics and van der Waals

interactions are perturbed. The RMS error of HFE with

Poltype/AMOEBA for the set of molecules in this study is

0.75 kcal/mol. Although previous work with a larger set of

molecules with GAFF yielded a lower RMS error, the error

for the set in this study is 1.56 kcal/mol. When families of

molecules are considered, alkenes have errors of *0.6

kcal/mol, while the errors for GAFF are *1 kcal/mol.

Similarly, HFE predicted by Poltype/AMOEBA of nitro-

containing molecules consistently yield lower errors than

GAFF.

However, GAFF had errors of lower magnitude than

Poltype/AMOEBA for two alkanes (22-dimethylbutane

and n-octane). It should be noted that the free energy dif-

ferences observed for these molecules due to van der Waals

perturbations are consistent between AMOEBA and GAFF.

It seems that electrostatics is too ‘‘attractive’’ in AMOEBA.

The source of error in AMOEBA electrostatics is likely due

to the ESP optimization procedure. For example, in the

fitting process of n-octane, there are significantly changes

in the quadrupoles of the terminal hydrogen atoms, which
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are shared by 6 atoms. Large deviations from those

obtained from DMA may result in unphysical electrostatic

parameters. Relaxing the convergence criteria of ESP fit-

ting from 0.1 to 0.5 kcal mol-1 electron-2 gradient con-

vergence criteria or moving the grid points away from the

vdW surface may prevent unphysical multipoles resulting

from the optimization. We are currently investigating this

procedure especially for large linear molecules. Addition-

ally, care must be taken when defining polarization groups.

Some families such as aldehydes cannot be partitioned

between carbonyl C=O and its neighboring heaving atom.

When the groups are inappropriately partitioned across the

bond, errors in HFE prediction increase to 1.53 and

1.55 kcal/mol for isobutyraldehyde and propionaldehyde,

respectively.

Additionally, the hydration of ionic molecules is stud-

ied. For this preliminary study, a generic scaling factor for

formally charged atoms was applied. For hydrogen atoms

bonded to atoms with positive formal charge, their vdW

diameters were scaled down by 10% from their original

parameters. Conversely, the vdW diameters of atoms with

a formal negative charge were scaled up by 10%. These

scaling methods will be further investigated and refined.

Simulations details are the same as those of neutral solutes.

It should be noted, though, that difficulties arise in the

comparison with experiments of homogenous ions as they

are not directly accessible and must be conducted in salt

solutions. The contributions of anions and cations then

must be determined through various schemes such as self-

consistent thermodynamic analysis [60], the TATB

assumption [61], or the cluster-pair approximation [62].

The experimental hydration data that we compare with here

apply the cluster-pair approximation, which is based on the

correlation between ion–water clustering data and aqueous

solvation free energies of neutral ion pairs. However, when

comparing ion solvation quantities, differences between

Table 2 Hydration free energies (kcal/mol) of small molecules obtained

from experiment, Poltype/AMOEBA, and general Amber force field

(GAFF) are shown in bold. The free energy differences as a result of

scaling electrostatics and van der Waals, and the errors from the

experimental value for Poltype/AMOEBA and GAFF are shown as well

Molecule name Expa Poltype/AMOEBA GAFFb

DGexp DGele DGvdw DGAMOEBA Error AMOEBA DGele DGvdw DGGAFF Error GAFF

2 Methylbut-2–ene 1.31 -1.78 2.51 0.72 -0.59 -0.55 2.83 2.28 0.97

But-1-ene 1.38 -1.65 2.48 0.83 -0.55 -0.37 2.85 2.48 1.10

1-Nitrobutane -3.09 -4.50 1.95 -2.55 0.54 -2.43 0.92 -1.51 1.58

2-Nitrophenol -4.58 -5.43 1.24 -4.19 0.39 -5.40 0.06 -5.34 -0.76

4-Nitrophenol -10.64 -11.09 1.49 -9.61 1.03 -8.04 -0.18 -8.22 2.42

22-Dimethylbutane 2.51 -0.75 2.44 1.70 -0.81 0.01 2.52 2.53 0.02

n-Octane 2.88 -1.37 3.11 1.74 -1.14 0.01 3.12 3.13 0.25

23-Dimethylphenol -6.16 -7.24 2.28 -4.96 1.20 -6.49 1.82 -4.67 1.49

Tert-butylbenzene -0.44 -3.54 2.21 -1.33 -0.89 -2.98 2.56 -0.42 0.02

3-Chloropyridine -4.01 -5.42 1.40 -4.02 -0.01 -3.78 1.28 -2.50 1.51

Di-n-butylamine -3.24 -6.86 3.28 -3.58 -0.34 -4.71 3.08 -1.63 1.61

Di-n-propyl ether -1.16 -5.41 2.71 -2.70 -1.54 -2.67 2.88 0.21 1.37

Methyl isopropyl ether -2.01 -5.37 2.62 -2.75 -0.74 -2.89 2.14 -0.75 1.26

Di-n-propyl sulfide -1.28 -4.16 2.35 -1.81 -0.53 -2.15 2.64 0.49 1.77

Dimethyl disulfide -1.83 -3.22 1.99 -1.23 0.60 -0.72 2.20 1.48 3.31

Isobutyraldehyde -2.86 -5.29 2.17 -3.12 -0.26 -4.98 2.05 -2.93 -0.07

Propionaldehyde -3.43 -5.26 1.85 -3.41 0.02 -5.06 1.98 -3.08 0.35

Methanethiol -1.24 -2.85 2.02 -0.83 0.41 -2.25 1.99 -0.26 0.98

n-Butanethiol 20.99 -3.77 2.10 -1.68 -0.69 -2.39 2.27 -0.12 0.87

Methyl acetate -3.13 -6.20 2.01 -4.19 -1.06 -5.44 1.71 -3.73 -0.60

Oct-1-yne 0.71 -2.40 2.94 0.54 -0.17 -0.83 3.29 2.46 1.75

Pent-1-yne 0.01 -2.37 2.39 0.02 0.01 -0.81 2.74 1.93 1.92

Octan-1-ol -4.09 -7.87 2.68 -5.20 -1.11 -5.13 2.48 -2.65 1.44

p-Dibromobenzene -2.30 -3.7 2.22 -1.48 0.82 -1.70 1.69 -0.01 2.29

Tribromomethane -2.13 -3.82 2.45 -1.37 0.76 -0.70 1.58 0.88 3.01

a Experimental HFE (Abraham et al. [39] and Chambers et al. [40])
b HFE calculated from general Amber force field (Mobley [57] and Wang [58])
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experimental methods and measurements should be taken

into consideration. Therefore, the comparison of an anion–

cation salt pair is more appropriate than single ions alone,

if the HFE of the pair has been determined in a consistent

manner. Experimental hydration free energy of single ions

and salt and corresponding energies using Poltype/

AMOEBA are shown in Table 3. The salt HFE of an

anionic molecule is taken here to be the sum of HFE of the

molecule and the sodium cation [63, 64]. Similarly, the salt

HFE of a cationic molecule is taken to be the sum of the

HFE of the molecule and the chlorine anion [63, 64]. The

correlation coefficient between salt HFE obtained from

experimental and Poltype/AMOEBA is 0.95, and the

unsigned mean relative error is less than 3%. Phosphor and

sulfur containing cationic molecules produced salt HFE

that agreed well with experiment. Some of the largest

errors come from the oxonium cations. As mentioned

previously, a simple scaling has been applied to all atoms

with a formal negative charge or hydrogen atoms bonded to

atoms with a positive charge. Further investigation of

accurate ion parameters is required.

4 Conclusions

A protocol to develop AMOEBA models for small

molecules has been established. In this work, we have

described a standard approach to generate the AMOEBA

force field for small and drug-like molecules. Although the

parameterization process for the AMOEBA polarizable

force field requires more sophistication compared to the

process for fixed-charge force fields, a straightforward

procedure is described here. Additionally, the Poltype

utility allows one to generate the AMOEBA polarizable

force field for a small molecule in a fully automated

manner. We have shown good agreement with quantum

mechanics measurements in gas phase for monomers and

dimers for neutral as well as charged molecules. Further-

more, parameters obtained in gas phase are transferred

directly to liquid-phase systems without modification. The

hydration free energy (HFE) of neutral and charged mol-

ecules have been calculated with the Bennett acceptance

ratio and compared with experimental values. The RMS

error for the HFE of neutral molecules is less than 1 kcal/mol,

while the unsigned mean relative error is less than 3% and

a correlation coefficient is 0.95 for the HFE of salts con-

taining charged molecules. Although some assignments

such as the van der Waals diameters of atoms with formal

charge of ionic molecules need further investigation,

Poltype readily facilitates the systematic study of these

chemical functional groups. Since the requirement to perform

quantum mechanical may be computationally demanding,

future work of parameterization for the AMOEBA force

field would be to develop a semi-empirical method such

as AM1-BCC [8, 59] to assign atomic multipoles. Although

the HFE RMS error of the neutral molecules in this

study demonstrate improved solvation energies than fixed-

charge force fields, confirmation with a more extensive

dataset is still necessary. We believe the advantage of

polarizable force fields such as AMOEBA will be further

illustrated in processes where environmental changes are

involved.
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