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Abstract
Generalization is an important process that allows animals to extract rules from regularities of past
experience and apply them to analogous situations. In particular, the generalization of previously
learned actions to novel instruments allows animals to use past experience to act faster and more
efficiently in an ever-changing environment. However, generalization of actions to a dissimilar
instrument or situation may also be detrimental. In this study, we investigate the neural bases of
action generalization and discrimination in mice trained on a lever-pressing task. Using specific
schedules of reinforcement known to bias animals towards habitual or goal-directed behaviors, we
confirmed that action generalization is more prominent in animals using habitual rather than goal-
directed strategies. We uncovered that selective excitotoxic lesions of the dorsolateral and
dorsomedial striatum have opposite effects on the generalization of a previously learned action to
a novel lever. While lesions of the dorsolateral striatum impair action generalization, dorsomedial
striatum lesions affect action discrimination and bias subjects towards action generalization.
Importantly, these lesions do not affect the ability of animals to explore or match their lever-
pressing rate to the reinforcement rate, or the ability to distinguish between different levers. The
data presented here reveal that dorsolateral and dorsomedial striatal circuits have opposing roles in
the generalization of previously learned actions to novel instruments, and suggest that these
circuits compete for the expression of generalization in novel situations.

Keywords
habit; goal-directed; basal ganglia; motor; learning; memory

Introduction
Animals have the amazing ability to learn novel actions in order to obtain particular
outcomes. Novel actions can be learned via goal-directed processes where the animal learns
that a specific action leads to a particular outcome. These goal-directed actions are driven by
the causal relation between the action and the outcome, and are therefore sensitive to
changes in the contingency between action and outcome, and to changes in the expected
value of the outcome (Dickinson et al., 1983; Colwill & Rescorla, 1985; Dickinson, 1985;
Balleine & Dickinson, 1994). Actions can also be learned by reinforcement of a particular
stimulus-response relation; this learning process leads to the formation of habits, where the
response is elicited by antecedent stimuli and is less sensitive to changes in action-outcome
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relation or to changes in outcome value (Dickinson, 1985). Animals can shift between
performing a similar action (e.g. driving a car in the case of humans) using goal-directed or
habitual strategies. However, when faced with a novel situation or a novel instrument,
animals are faced with the dilemma of having to learn a new action de novo or generalizing
previously learned actions to the new situation/instrument (e.g. learning to drive a new
vehicle that is similar to a car, versus learning to drive a new vehicle completely different to
a car). Action generalization is critical because it allows animals to respond when faced with
novel situations and plays a crucial role in learning behavioral policies; it would be onerous
for an individual to have to learn every action de novo when presented with new situations/
instruments. On the other hand, individuals need to be able to discriminate when situations/
instruments are different enough and a new action/policy should be tried instead of
generalizing a previous one. For example, when children learn how to bounce a ball for the
first time, they may try to bounce other objects in a similar manner to see if they get a
similar effect.

It has been previously shown that goal-directed actions and habits have different neural
substrates (Balleine & Dickinson, 1998; Balleine et al., 2003; Coutureau & Killcross, 2003;
Yin et al., 2004; 2005a; Yin et al., 2005b; Balleine & O’Doherty, 2010). In particular, it has
been shown in rats that different dorsal striatum circuits mediate goal-directed actions and
habits. The dorsomedial striatum, which is connected mostly to associative areas of cortex
and thalamus (Haber, 2003; Voorn et al., 2004) is involved in goal-directed behavior (Yin et
al., 2005a; Yin et al., 2005b), while the dorsolateral striatum, which is more connected to
sensorimotor areas, is critical for habit formation (Yin et al., 2004; 2006). However, much
less is known about the neural circuits underlying the generalization of previously learned
responses or the discrimination of novel situations when generalized responses may be
disadvantageous.

We have previously shown using a lever pressing task that mice trained under interval
schedules of reinforcement have increased predisposition towards habit formation, and that
these animals generalize their responses to a novel lever never presented before (Hilario et
al., 2007). Conversely, mice trained on ratio schedules of reinforcement show increased
tendency to learn goal-directed actions, and do not generalize their behavior towards a novel
lever. The explanation put forward at the time was that if habits follow stimulus-response
rules where the response is elicited by antecedent stimuli, then habitual animals would show
a greater tendency to generalize towards a novel but similar lever (generalization of the
response to a similar stimulus) (Hilario & Costa, 2008). On the other hand, animals
displaying goal-directed actions, where the action is performed so that a particular outcome
is attained, would show less tendency to generalize and would discriminate between
pressing the lever in which they were trained and a novel lever. These postulates raise the
possibility that the neural substrates for action generalization and habit formation are
similar.

Here, we investigated the role of dorsolateral striatum (DLS) and dorsomedial striatum
(DMS) in action generalization and discrimination. Firstly, we show using NMDA lesions of
DMS and DLS that in mice, as in rats, DLS is important for habit formation while DMS is
critical for goal-directed behavior. Secondly, we show, using a generalization test that we
previously developed, that DLS is necessary for action generalization while DMS is needed
for action discrimination. Finally, we show that dorsal striatum lesions do not affect the
ability of animals to display matching/exploration, or the ability to distinguish between
different levers. The data presented here suggests that dorsolateral and dorsomedial striatal
circuits are critical for the generalization or discrimination of previously learned actions, and
suggest that these circuits compete for the expression of generalization in a novel situation
or in the presence of novel instruments.
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Materials and Methods
Subjects

All experiments were approved by the NIAAA. Mice were purchased from Jackson
laboratory at 8 weeks of age and allowed to acclimate for at least 1 week before the
experiments started. One hundred and twenty nine C57BL6/J male mice between 2 and 5
months of age were submitted to surgery and used in the experiments. Only mice that
learned how to press for reinforcement in the first 3 days of CRF training and mice with
visible bilateral lesions in dorsomedial and dorsolateral striatum were included in the
analyses. To examine the effects of dorsolateral striatum lesions forty-six animals were
used. These animals were divided into 4 groups: two were trained on a random ratio
schedule comprising, in one group, animals with dorsolateral striatum lesions (N=11) and, in
another group, sham animals that served as controls (N=11); the other two groups were
trained on a random interval schedule, which included dorsolateral lesioned animals (N=12)
and their sham control group (N=12). Similarly, to investigate the effects of dorsomedial
striatum lesions we used thirty animals divided into 4 groups: two groups were trained on a
random ratio schedule including animals with dorsomedial striatum lesions in one group
(N=7) and their sham controls (N=8); while the other two groups were trained on a random
interval schedule, which included dorsomedial lesioned animals (N=8) and their
corresponding sham animals (N=7).

Stereotaxic surgery and lesions
Stereotaxic neurosurgery was conducted under general isofluorane anesthesia. Excitotoxic
lesions of the striatum were performed by injecting NMDA into the striatum using a syringe
pump (Razel Scientific). Two cannulae were inserted per striatum (two sites per dorsolateral
or dorsomedial region on each hemisphere, one more anterior and one more posterior, along
a line connecting +1.18 mm anterior-posterior, +2.0 mm medial-lateral with +0.22 mm
anterior-posterior, +2.6 mm medial-lateral). We injected 0.25–0.4 μl of a 10 mg ml−1

solution of NMDA per site (2.25 mm below the surface of the brain) at a rate of 5–10 μl h−1.
The cannulae were left in place for an extra 15 minutes to allow for drug diffusion. Control
mice had cannulae inserted, similarly to the lesioned mice, but no drug was delivered. Mice
were allowed to recover for two weeks before behavioral training started. Lesions were
verified postmortem using Nissl staining of 50 μm brain slices, after perfusion and overnight
postfixation with 4% paraformaldehyde (by weight) (Supplementary Figure 1).

Behavioral Procedure
The apparatus and training procedures were identical to those used in a previous study
(Hilario et al., 2007). Behavioral training and testing took place in operant chambers (21.6
cm L × 17.8 cm W × 12.7 cm H) housed within sound attenuating chambers (Med-
Associates, St. Albans, VT). Each chamber was equipped with two retractable levers on
either side of a food magazine, and a house light (3W, 24V) mounted on the opposite side of
the chamber. Reinforcers were delivered into the magazine through a pellet dispenser or a
pump with a syringe that delivered sucrose solution (20–30 μl of 10% solution per
reinforcer). Magazine entries were recorded using an infra-red beam and licks using a
contact lickometer. Before training started mice were placed on a food deprivation schedule,
receiving 1.5 to 2g of food per day allowing them to maintain a body weight above 85% of
their baseline weight. Throughout the training phase mice were fed daily after the training
session. Water was removed for 4–6 hours before each daily session. Animals were trained
with two reinforcers: pellets (Bio-Serv– formula F05684 or sucrose 20 mg) or sucrose
(10%). One reinforcer was delivered in the operant chamber contingent upon lever pressing,
and the other reinforcer was presented freely in their home cage and used as a control for the
devaluation test. The reinforcer and lever used were counterbalanced across animals.
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Training started with a 30 minute magazine training session in which one reinforcer was
delivered on a random time schedule on average every 60 s (30 reinforcers). The following
day lever pressing training started, in which each animal learned to press one lever to obtain
a specific reinforcer. Each daily session began with the illumination of the house light and
insertion the lever and ended with the retraction of the lever and the offset of the house light.
Typically, lever pressing training commenced with 3 sessions of continuous reinforcement
(CRF) in the first 3 days. The first CRF sessions lasted 90 minutes or until the mice received
5 reinforcers, the second CRF session lasted 90 minutes or until the mice received 15
reinforcers, and the last CRF session lasted 90 minutes or until the mice received 30
reinforcers. After CRF, animals were trained in either ratio or interval schedules, with all the
sessions lasting 90 minutes or until mice received 30 reinforcers. For random ratio training,
after the last session of CRF, mice were given one session of random ratio 10 (RR-10) and
then switched to random ratio 20 (RR-20; on average one reinforcer every 20 lever presses).
For interval training, after CRF mice were given one session of random interval 30 (RI-30)
and then switched to random interval 60 (RI-60 –reinforcer delivered upon the first lever
press after 60 seconds on average elapsed 10% probability of reinforcer delivery every 6
seconds).

The devaluation test lasted 2 days. On each day mice were given ad libitum exposure to one
of the reinforcers for 1 hour in a separate cage. Mice were allowed to consume either the
reinforcer earned by lever pressing (devalued condition), or the reinforcer they received for
free in their home cage (valued condition). The amount of reinforcer consumed during the
ad libitum session was recorded, and mice that did not consume a minimum of 0.5g of each
reinforcer were not included in the analyses. Immediately after the ad libitum feeding
session, mice were given a 5 min extinction test with the training lever extended. The
number of presses on the training lever under the valued and the devalued conditions was
compared.

The generalization test consisted of a 5 minute choice test in which two levers were
presented - the lever on which the animals were trained and a novel lever. The number of
presses on each lever was recorded. The test was given in extinction and not preceded by
feeding.

For the matching experiments, mice were submitted to two daily training sessions for 4
consecutive days. Each day, animals underwent two separate sessions, and in each of the
sessions they were exposed to only one lever (forced choice). Each lever was associated
with a different reinforcement rate. Random ratio trained animals were trained with RR-20
on one lever and RR-30 on the other - designated as ratio higher and lower reinforcement
rate levers, respectively. Random interval trained animals were trained RI-60on one lever
and RI-90 on the other – designated as interval higher and lower reinforcement rate levers,
respectively.. Forced-choice training sessions were terminated upon the completion of one
of the two criteria: the earning of 15 reinforcers or the end of the time allocated for the
training session (60 min). All animals were able to earn the 15 reinforcers before 60 minutes
had elapsed. The order of the forced-choice training sessions for each lever was
counterbalanced across days, and training on each of the levers had an inter-session interval
of four hours.

Following forced-choice training, animals were tested on a choice test with both levers
present - free choice test. This free choice test lasted 5 minutes and was performed in
extinction).
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Statistics
For all sessions, the number and time of lever presses, head entries, and reinforcements were
recorded. Statistical Analyzes were done using SPSS. Data relative to training measurements
and cumulative lever pressing were analyzed using Repeated Measures Analysis of Variance
(ANOVA). Post hoc analyses were performed using Bonferroni. Since our experiments were
designed to compare specifically two conditions per group of animals, the devaluation and
generalization data were analyzed using planned comparisons employing two-tailed paired t-
tests, with the null hypothesis being that there were no statistical difference between
conditions, and the alternative hypothesis being that the two conditions were different.
Nonetheless, we also performed two-way analysis of variance on all the devaluation data
with the factorial design (reward value (2 levels: valued/devalued) × lesions and schedules
(8 levels: DLS NMDA/SHAM lesioned animals RI trained/RR trained and DMS NMDA/
SHAM lesioned animals RI trained/RR trained) and observed a significant interaction
between variables (F7,61 =2.47, p=0.026) and a significant effect of reward value
(F1,61=18.25, p<0.0001). For the generalization data, a two-way analysis of variance with
the factorial design (reward value (2 levels: hard/easy) × lesions and schedules (8 levels:
DLS NMDA/SHAM lesioned animals RI trained/RR trained and DMS NMDA/SHAM
lesioned animals RI trained/RR trained) yielded a significant effect of lever (F1,68=44.0,
p<0.0001, albeit no significant interaction F7,68 =0.86, p=0.5452). The rate of responding
during testing was normalized to the rate of responding during the last day of training for
each animal. Significance was set to α = 0.05 for all tests performed. Figures 1,2,3 and
Supplementary Figure 2 show group means and standard error of the mean (SEM). Figure 4
shows correlations between lever presses and reinforcers across the different animals and
across the different groups, in the forced choice and the free choice conditions. Correlations
were performed using Pearson correlation.

RESULTS
Dorsolateral and dorsomedial striatum are differentially involved in habits and goal-
directed actions in mice

We previously reported that in mice (Hilario et al., 2007), as in other species (Dickinson et
al., 1983; Yin et al., 2004; Balleine & O’Doherty, 2010), ratio schedules of reinforcement
on operant tasks favor the learning and execution of goal-directed actions while interval
schedules of reinforcement favor habit formation. Studies in rats have shown that goal-
directed actions and habits are dependent on different dorsal striatal circuits (Yin et al.,
2004; 2005a; Yin et al., 2005b; Yin et al., 2006). We thus examined if the development of
goal-directed actions and habits in mice trained in different schedules of reinforcement was
also dependent on dorsomedial and dorsolateral striatum. We trained dorsolateral and
dorsomedial striatum lesioned mice and respective sham controls on different schedules of
reinforcement (in total eight experimental groups) in an operant task where animals had to
press one lever to obtain a particular outcome. To analyze the effects of dorsolateral lesions
we compared four groups of mice: two groups trained on a random interval schedule -
dorsolateral lesioned animals (DLS Lesions interval) and their controls (DLS Sham
interval); and other two groups trained on a random ratio schedule -dorsolateral lesioned
animals (DLS Lesions ratio) and their controls (DLS Sham ratio). Similarly, the effects of
dorsomedial striatum lesions were examined using four groups of mice: two groups trained
on a random interval schedule - dorsomedial lesioned animals (DMS Lesions interval) and
their controls (DMS Sham interval); and two other groups trained on a random ratio
schedule - dorsomedial lesioned animals (DMS Lesions ratio) and their controls (DMS
Sham ratio) (Supplementary Figure 1).
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During training, all animals from the different DLS groups showed increased lever pressing
(F6, 132 = 37.9, p<0.001), with a significant interaction between the groupsand training
(F27, 378 = 4.06, p<0.0001), and a significant difference between groups (F3,378 = 5.54,
p=0.003) (Fig. 1A). Bonferroni’s post hoc analyses revealed no differences between sham
and DLS lesioned animals trained on a random ratio or between sham and DLS lesioned
animals trained on a random interval schedule. However, as expected, significant differences
were found between the sham ratio and sham interval groups during the last 5 days of
training and between lesioned animals trained on a random ratio and random interval
schedule during the last 2 days of training (p < 0.05). Similarly, animals from the DMS
groups showed increased lever pressing across time (F9,234= 50.9, p<0.0001), and a
significant interaction (F27,234= 3.08, p<0.0001). Bonferroni’s post hoc analyses found no
difference between sham and lesioned animals, but revealed a significant difference between
shams trained on a random interval and random ratio schedule during the last 4 days of
training, as well as between lesioned groups trained on different schedules (p < 0.05). These
results are congruent with previous findings showing that ratio schedules lead to more lever
pressing than interval schedules (Dickinson et al., 1983; Hilario et al., 2007), but reveal that
neither DLS nor DMS lesions affect lever pressing during training. Furthermore, magazine
exploration, as measured by headentries into the magazine, was also not affected in lesioned
animals (Fig. 1B). All DLS animals increased head entries throughout training (F9,378= 6.92,
p<0.0001), and there was no significant effect of training schedules or lesions (F3,378= 1.20,
p=0.3198), and no significant interaction (F27,378= 0.77, p=0.79). Similarly, DMS groups
also showed increased head entries with time (F9,234= 8.56, p<0.0001) but no interaction
effect (F27,234= 0.46, p=0.99) or differences between groups (F3,234= 1.07, p=0.38).

In order to investigate if selective NMDA-lesions of DLS and DMS affected the ability of
animals to behave in a habitual or goal-directed manner we performed a devaluation test.
Consistently with previous results (Hilario et al., 2007), DLS sham animals trained on a
random ratio schedule responded significantly less during the devalued condition, when the
outcome they pressed for during training was devalued by sensory-specific satiety, than
during the valued condition when they were pre-fed a control outcome (T10 = 4.68, p =
0.0009), indicating that they behaved in a goal-directed manner. Conversely, the random
interval DLS sham group pressed similarly during the valued and devalued conditions (T11
= 0.12, p = 0.91), suggesting that their responding was habitual i.e. insensitive to changes in
the expected value of the outcome. However, both groups of dorsolateral striatum lesioned
mice showed sensitivity to sensory specific satiety, pressing significantly more during the
valued condition, independent of the schedule they were trained on (ratio trained animals
T10 = 3.72, p = 0.004; interval-trained animals T11 = 3.44, p = 0.005, Fig. 1C), indicating
that DLS in mice is critical for habit formation.

In accordance with the results presented above, DMS sham ratio-trained animals showed
significant devaluation (T7 = 3.21, p = 0.015), whereas DMS sham animals trained under
interval schedules became habitual and did not show an effect of devaluation (T5 = 0.99, p =
0.36). Nonetheless, both DMS lesioned mice trained under interval schedules (T4 = 0.37, p =
0.73) and under ratio schedules (T3 = 0.09, p = 0.934) failed to show sensitivity to sensory
specific satiety (see Fig. 1C), indicating that DMS is critical for goal-directed behavior.

Overall, these results corroborate previous findings (Yin et al., 2004; 2005a; Yin et al.,
2005b; Yin et al., 2006) by showing that in mice DMS is critical for goal-directed actions,
while DLS is necessary for habit formation.

Dorsolateral striatum is critical for action generalization
We next investigated how dorsal striatum lesions would affect the ability of animals to
generalize previously learned actions to novel but similar instruments. To assess this, we
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used a generalization test that we previously developed (Hilario et al., 2007). This
generalization test consisted of a two-lever choice test, where animals had to choose
between pressing the lever that was reinforced during training, or a novel identical lever that
was presented in another location of the operant chamber.

In accordance with our previous findings, DLS sham animals trained on random ratio-
schedules pressed significantly more on the trained than on the novel lever (Fig. 2A, T10 =
4.66, p = 0.001; Fig. 2B, cumulative pressing on each lever across the five minutes of the
test, F1,580=6.45, p=0.019), whereas the DLS sham animals that were trained on random
interval schedules pressed the novel lever as much as the training lever (Fig. 2A, T11 = 1.65,
p = 0.13; Fig. 2B, F1,754=0.24, p=0.63). These data indicate that random interval trained
animals generalize a previously learned action to a new lever presented during a novel
situation, while random ratio trained animals discriminated between the two actions and did
not generalize the previously learned action. Interestingly, dorsolateral lesioned mice trained
in both schedules pressed the novel lever significantly more than the trained lever - ratio
trained animals (T10 = 3.14, p = 0.01, F1,638=6.20, p=0.021); interval-trained animals (T11 =
3.46, p = 0.005, F1,580=6.96, p=0.016) (Fig. 2A, 2B). These results suggest that the
dorsolateral striatum is critical for the generalization of a previously learned response in a
novel situation.

Dorsomedial striatum is necessary for action discrimination
We also examined the effects of DMS lesions on the generalization test. DMS sham animals
trained on random ratio-schedules pressed significantly more of the trained than on the novel
lever (T7 = 2.65, p = 0.033, F1,406=5.70, p=0.0317), whereas the animals that were trained
on random interval schedules pressed the novel lever as much as the training lever (T6 =
2.469, p = 0.05, F1,348=2.02, p=0.181, Fig. 3A, B). However, dorsomedial lesioned mice
that were ratio-trained (T6 = 0.89, p = 0.40, F1,348=0.69, p=0.42) and interval-trained (T7 =
1.89, p = 0.10, F1,348=0.62, p=0.45) pressed the novel lever as much as the trained lever
(Fig. 3A, 3B), indicating that DMS lesioned animals have a higher tendency for
generalization, and are unable to discriminate actions on the training from actions on the
novel lever. These results also suggest a competition between dorsomedial and dorsolateral
striatal circuits in action generalization and discrimination.

Dorsal striatum lesions do not affect lever discrimination or matching/exploration
The observation that during the generalization test mice trained on interval schedules
pressed the novel lever similarly to the training lever could be attributed to a generalization
of the stimulus-response relation to a novel action. However, since in interval schedules time
has to pass between the availability reinforcements, it is less costly for interval-trained
animals to spend time pressing a novel lever. Indeed, interval schedules have been shown to
favor exploratory behavior and matching (Herrnstein, 1961; Staddon & Cerutti, 2003), and
so it plausible to consider that animals trained on an interval schedule could be checking the
new lever as part of an exploratory/matching strategy. Another possibility to consider is that
some of the effects of the lesions reported above could stem not from an inability of
discriminating or generalizing the actions to perform on the different levers, but from effects
of the lesions on the ability to distinguish the two levers.

In order to clarify if the effects observed above could result from changes in exploration/
matching, or changes in the ability to distinguish the two levers, we performed additional
experiments. We trained each animal on 2 levers to obtain the same outcome, with each
lever associated with a different reinforcement rate. Animals previously trained on random
ratio using an RR-20 schedule on one lever, were trained with RR-20 on one lever (higher
reinforcement rate) and RR-30 on another lever (lower reinforcement rate). Mice were first
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trained for 4 days with two subsequent sessions a day, one on each lever and
counterbalanced (forced-choice), and then tested on a choice test with both levers present
(free choice, test lasted 5 minutes and was performed in extinction). Mice previously trained
on random interval using an RI-60 schedule on one lever, were trained with RI-60 on one
lever (higher reinforcement) and RI-90 on another lever (lower reinforcement). As in the
random ratio case, mice were first trained for 4 days with two subsequent sessions a day,
one on each lever, and then tested on a choice test with both levers present.

The forced-choice experiment allowed us to investigate if mice can match their response to
different reinforcement rates, independently of the schedule used. We found that during
forced-training, when only one schedule/lever was presented per session, mice from the
different groups matched their response rate to the reinforcement rate very well (Fig. 4A, R2

>0.9, right panels for both DLS and DMS). This matching was also found when considering
all animals independently, and no difference was found between sham animals and lesioned
animals for both DMS and DLS (Fig. 4A, left panels for both DLS and DMS). These results
indicate that, during the forced-choice training, mice matched their responses to the
reinforcement rate, and there were no effects of lesions on matching ability. During the free-
choice test, although across all groups there was a significant correlation between the choice
rate of each lever and the reinforcement rate of that lever during forced-choice training (Fig.
4B, right panels), interval and ratio-trained animals behaved differently.. While we observed
that interval-trained animals matched their response rate on each lever during test to the
reinforcement rate they received during training, ratio trained animals showed an
exploitative pattern of behavior, as they chose significantly less the lower reinforcement
lever than predicted by matching (Fig 4B, Supplementary Figure 2 B). Still, no effects of
lesions were observed during the free-choice test (Fig 4B left panels). Taken together, these
data show that neither DMS nor DLS lesions affect the ability of animals to explore/match
or exploit, and suggest that action generalization/discrimination and matching/exploitation
emerge from dissociable neural circuits.

The data presented above also suggests that lesioned animals can distinguish between the
two levers and the reinforcement rates associated with them. To more formally examine this,
we used two-way repeated measures ANOVAs, with lever difficulty as the repeated
measures, to look for differences between performance during the 4 days of forced-choice
training of sham and lesioned animals. During training, there were no significant differences
in lever pressing between random-ratio trained DLS sham and DLS lesioned groups (F1,20 =
0.55, p=0.47). There was also no interaction between levers and lesions (F1,20 = 2.39,
p=0.14); however, both lesioned and sham animals pressed the higher reinforcement lever
significantly more than the lower reinforcemnt lever (F1,20=32.63, p<0.0001)
(Supplementary Figure 2). Random-interval trained DLS sham and DLS lesioned animals
also did not differ in lever pressing (F1,21 = 0.00, p=0.98), and no significant interaction was
observed between lever choice and lesion (F1,21 = 0.12, p=0.73). Similarly, random-ratio
trained DMS sham and DMS lesioned groups did not differ in their lever pressing (F1,13 =
1.58, p=0.23), and both groups pressed the higher reinforcement lever significantly more
(F1,13 = 9.45, p=0.01), with no interaction between lever pressing and lesion (F1,13 = 0.01,
p=0.91). Consistently, random-interval trained DMS sham and DMS lesioned groups also
did not show a difference in lever pressing (F1,13 = 0.03, p=0.87), or an interaction between
lever pressing and lesions (F1,13 = 0.13, p=0.73), but both sham and lesioned groups pressed
higher reinforcement lever significantly more (F1,13 = 6.66, p=0.03). As expected, during
forced-choice training, a significant higher reinforcement rate was observed in all groups for
the lever requiring lower effort (DLS Sham and lesions trained on a random interval,
F1, 42=90.5, p<0.0001; DLS Sham and lesions trained on a random ratio, F1, 40=68.6,
p<0.0001; DMS Sham and lesions trained on a random interval, F1,26=44.8, p<0.0001; DMS
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Sham and lesions trained on a random ratio, F1, 26=6.06, p=0.02); however no significant
differences between groups or interactions were found (Supplementary Fig. 2 A).

We also performed similar analyses for the free-choice test (Supplementary Fig. 2 B). DLS
interval-trained shams and lesioned animals chose more often the lever with higher
reinforcement rate during training (F1,21 = 11.40, p=0.0028), with no effect of the training
schedule (F1,21 = 0.34, p=0.57), and no significant interactions among factors (F1,21 = 0.01,
p=0.93). Additionally, DLS random ratio shams and lesioned animals preferred the higher
reinforcement lever (F1,20 = 101, p<0.0001), with no effect of training schedule (F1,20 =
0.77, p=0.39), and no significant interactions among factors (F1,20 = 2.32, p=0.1432). DMS
random interval shams and lesioned animals also preferred the higher reinforcement lever
(F1,12 = 11.1, p<0.006), with no effect of training schedule (F1,12 = 0.06, p=0.80), and no
significant interactions among factors (F1,12 = 2.06, p=0.18). Finally, DMS random ratio
shams and lesioned animals also chose to press more frequently the higher reinforcement
(F1,13 = 76.7, p<0.0001), with no effect of the training schedule (F1,13 = 0.81, p=0.39), and
no significant interactions among factors (F1,13 = 0.00, p=0.99) (Supplementary Fig. 1B).

These data indicate that DLS and DMS lesions do not affect the ability of animals to explore
different levers, to match their response rate to the reinforcement rate, or to distinguish
between the two levers. Therefore, the results obtained in the generalization test are unlikely
to be explained by differences in matching in DLS lesioned interval-trained animals, or
differences in the ability to exploit in DMS lesioned ratio-trained mice. Rather, they are
likely to reflect differences in the ability to generalize a previously learned action to a novel
situation in the case of DLS lesioned animals, or the ability to discriminate and not
generalize a previously learned action to a novel situation in the case of DMS lesioned
animals.

DISCUSSION
We investigated the role of dorsomedial and dorsolateral striatum in action generalization by
training animals in different reinforcement schedules known to promote different
predisposition for habit formation and action generalization. Our results show that, as
previously observed in rats (Yin et al., 2004; Yin et al., 2005b), mice with specific
excitotoxic lesions of the dorsolateral striatum are impaired in habit formation but have
intact goal-directed behavior. Importantly, we show that unlike sham controls trained in
interval schedules of reinforrocement, mice with excitotoxic lesions of DLS do not
generalize their responses to a novel lever. Conversely, we confirmed that dorsomedial
striatum lesions in mice rendered the animals incapable of goal-directed behavior without
affecting habit formation. Furthermore, mice with DMS lesions displayed a higher tendency
for action generalization and lack of discrimination between the training lever and a novel
lever, suggesting that DMS and DLS compete, and that in DMS lesioned animals the intact
dorsolateral striatum controls behavior. These results are congruent with previous studies
(Hilario et al., 2007), where we performed a similar devaluation test followed by a
generalization test in mice carrying a homozygotic null mutation of the cannabinoid receptor
type I (CB1), which is highly expressed in dorsolateral striatum. CB1 knockout mice
showed impaired habit formation and a reduced level of generalization..

The increased pressing of a novel lever in interval schedules of reinforcement compared to
ratio schedules of reinforcement could stem from an enhanced predispostion for exploration
or matching in interval schedules of reinforcement (Herrnstein, 1961; Staddon & Cerutti,
2003), rather than from generalization of the previously learned response. We therefore
designed an experiment where the two levers would lead to the same outcome but with
different schedules of reinforcement. We found that overall mice matched their lever
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pressing rate to the reinforcement rate, and that neither lesions of dorsomedial striatum nor
lesions of dorsolateral striatum affected the ability of mice to match. Furthermore, even
when ratio-trained animals displayed exploitative behavior during a choice test, DMS or
DLS lesions did not affect this behavior. These tests also showed that lesioned mice are able
to distinguish between the two levers. These data therefore attest the specificity of our
findings. Furthermore, our results argue for functional and anatomical independence
between exploratory/matching and generalization, which is consistent with previous studies
which identified the frontopolar, medial frontal and posterior parietal cortex as areas
activated during exploration (Daw et al., 2006).

Our findings extend our knowledge on the role of the striatum in rule generation and
generalization. The cortico-basal ganglia system is composed of independent parallel, but
interacting, corticostriatal loops specialized in processing different types of information
(Haber, 2003; Voorn et al., 2004). The connections between the cortical and thalamic
regions and the striatum generate anatomical and functional ventrodorsal and mediolateral
directional gradients that reflect differences in the content of learning, memory
consolidation and automatization, for example. Dorsomedial striatum has been shown to
receive most of its input from the associative areas of the cortex and to support learning and
performance of goal-directed behavior, while the dorsolateral striatum has been shown to
receive input from the sensorimotor areas of the cortex and to support the formation of
habits (Voorn et al., 2004). Other studies have shown that the dorsomedial striatum is
important for the early phases of skill learning, while dorsolateral striatum starts to be
engaged early but becomes more engaged as skills are consolidated (Yin et al., 2009). It has
also been shown that the caudate (roughly homologous to the DMS) seems to be
preferentially involved in the initial stages of visuomotor learning while the putamen
(roughly homologous to DLS) seems to be more critical when behavior is automated
(Miyachi et al., 1997; Miyachi et al., 2002). Additionally, it has been shown that neural
activity related to the start/stop of motor sequences emerges preferentially in dorsolateral
striatum compared to dorsomedial striatum (Jin & Costa, 2010), and that the dorsolateral but
not the dorsomedial striatum is important for serial order learning (Yin, 2010). All of the
studies mentioned above support a differential functional role of DMS and DLS in the
learning of motor actions, a finding that is corroborated by our results showing differential
involvement of these striatal circuits in action generalization/discrimination.

Interestingly, the dorsomedial and dorsolateral striatum have also been shown to be
differentially involved in place and response learning, respectively (Yin & Knowlton, 2004),
which suggests that the classical theory that basal ganglia and hippocampal memory systems
interact competitively (Packard & McGaugh, 1992; Poldrack & Packard, 2003; Atallah et
al., 2004; Squire, 2004; Seger & Cincotta, 2005), may be more complex than previously
acknowledged. Previous studies showed that with the passage of time as memories becomes
less dependent on the hippocampus they become more general and schematic (Wiltgen &
Silva, 2007; Wiltgen et al., 2010). Given the role of both dorsomedial striatum and
hippocampus in place learning, and the extensive anatomical links between the hippocampus
and dorsomedial striatum (Finch et al., 1995), it would be interesting to examine if the
differential role in action discrimination and generalization reported here for DMS and DLS
could be applied more generally to memory generalization and to categorization.
Categorization requires some level of generalization, and the potential role of specific
corticostriatal loops in categorization has recently received more attention (for a review, see
(Seger, 2008). Studies relating language rule application and basal ganglia disorders such as
Parkinson’s and Huntington’s disease have also started to emerge. Patients with Parkinson’s
disease show greater impairment of their native language, acquired at early ages, compared
to languages learned later in life (Zanini et al., 2010). It was proposed that this is because
components of native language that are described in terms of rules (phonology, morphology,
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syntax, and the morphosynthetic properties of lexicon) are more dependent on fronto-striatal
circuits (procedural implicit processing), while other languages learned at later times are
encoded by temporo-parietal structures (declarative memory processing) (Ullman, 2001;
Zanini et al., 2010). Similarly, studies on patients with Huntington’s disease, which leads to
neuronal death in the dorsal striatum, found that patients have impaired ability to transfer
acquired structural knowledge from one language to a different language (De Diego-
Balaguer et al., 2008). Additionally, recent studies suggest a role for corticostriatal
interactions on the impaired ability to generalize observed in patients with autism spectrum
disorders (Solomon et al., 2011). Nevertheless, further studies are needed to identify the
molecular mechanisms supporting action generalization, and to clarify if the role of
dorsolateral striatum in action generalization can be extended to rule-application,
categorization, and language processes.

In conclusion, the results presented here suggest that dorsolateral and dorsomedial striatal
circuits are differentially involved in the generalization of previously learned actions to a
novel instrument. These data suggest that different cortico-basal ganglia circuits may
compete during novel situations when organisms need to decide which action policy to
adopt. These results may have implications for understanding rule learning and
categorization deficits observed in basal ganglia disorders.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Different dorsal striatal circuits are involved in goal-directed actions and habits in
mice
(A) Acquisition of lever pressing in DLS and DMS sham and lesioned animals trained under
ratio and interval schedules of reinforcement. (B) Average rate of head entry throughout
training in DLS and DMS sham and lesioned mice. (C) Devaluation Test: lever pressing
during the valued versus the devalued condition for the different training schedules in DLS
and DMS sham and NMDA-lesioned animals, normalized individually to the lever pressing
of the last day of training.
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Figure 2. Dorsolateral striatum is critical for action generalization
(A) Lever pressing on the training lever versus a novel lever for the different training
schedules of DLS sham and lesioned mice, normalized individually to the lever pressing of
the last day of training. (B) Cumulative lever pressing for the training lever vs. the novel
lever during the generalization test for DLS sham and lesioned mice.
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Figure 3. Dorsomedial striatum is necessary for action discrimination
(A) Lever pressing on the training lever versus a novel lever for the different training
schedules of DMS sham and lesioned mice, normalized individually to the lever pressing of
the last day of training. (B) Cumulative lever pressing for the training lever vs. the novel
lever during the generalization test for DMS sham and lesioned mice.

Hilario et al. Page 16

Eur J Neurosci. Author manuscript; available in PMC 2013 April 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 4. Dorsal striatum lesions do not affect the ability of mice to match/explore
(A) Correlations between lever pressing rates and reinforcement rates in DLS and DMS
lesioned and sham animals during forced-choice training. Left panels: Correlations between
the average lever presses for each animal during the 4 days of forced-choice training and
reinforcement rate during the same period, for lesioned and sham animals. Right panels:
Correlations between the average lever presses for each group of animals during the 4 days
of forced-choice training and reinforcement rate during the same period (B) Correlations
between lever pressing rates during the free-choice test and reinforcement rates during
training. Left panels: Correlations between the lever presses of each animal during the free-
choice test and reinforcement rate during training, for lesioned and sham animals. Right
panels: Correlations between the lever presses for each group of animals during the free-
choice test and the reinforcement rate during training.
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