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Abstract
A key feature of the mammalian brain is its capacity to adapt in response to experience, in part by
remodeling of synaptic connections between neurons. Excitatory synapse rearrangements have
been monitored in vivo by observation of dendritic spine dynamics, but lack of a vital marker for
inhibitory synapses has precluded their observation. Here, we simultaneously monitor in vivo
inhibitory synapse and dendritic spine dynamics across the entire dendritic arbor of pyramidal
neurons in the adult mammalian cortex using large volume high-resolution dual color two-photon
microscopy. We find that inhibitory synapses on dendritic shafts and spines differ in their
distribution across the arbor and in their remodeling kinetics during normal and altered sensory
experience. Further, we find inhibitory synapse and dendritic spine remodeling to be spatially
clustered, and that clustering is influenced by sensory input. Our findings provide in vivo evidence
for local coordination of inhibitory and excitatory synaptic rearrangements.
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INTRODUCTION
The ability of the adult brain to change in response to experience arises from coordinated
modifications of a highly diverse set of synaptic connections. These modifications include
the strengthening or weakening of existing connections, as well as synapse formation and
elimination. The persistent nature of structural synaptic changes make them particularly
attractive as cellular substrates for long-term changes in connectivity, such as might be
required for learning and memory or changes in cortical map representation (Bailey and
Kandel, 1993; Buonomano and Merzenich, 1998). Sensory experience can produce parallel
changes in excitatory and inhibitory synapse density in the cortex (Knott et al., 2002), and
the interplay between excitatory and inhibitory synaptic transmission plays an important role
in adult brain plasticity (Spolidoro et al., 2009).. Excitatory and inhibitory inputs both
participate in the processing and integration of local dendritic activity (Sjostrom et al.,
2008), suggesting they are coordinated at the dendritic level. However, the manner in which
these changes are orchestrated and the extent to which they are spatially clustered are
unknown.

Evidence for the gain and loss of synapses in the adult mammalian cortex has predominantly
used dendritic spines as a proxy for excitatory synapses on excitatory pyramidal neurons.
The vast majority of excitatory inputs to pyramidal neurons synapse onto dendritic spine
protrusions that stud the dendrites of these principal cortical cells (Peters, 2002) and to a
large approximation are thought to provide a one-to-one indicator of excitatory synaptic
presence (Holtmaat and Svoboda, 2009). Inhibitory synapses onto excitatory neurons target
a variety of subcellular domains, including the cell body, axon initial segment, dendritic
shaft, as well as some dendritic spines (Markram et al., 2004). Unlike monitoring of
excitatory synapse elimination and formation on neocortical pyramidal neurons, there is no
morphological surrogate for the visualization of inhibitory synapses. Inhibitory synapse
dynamics has been inferred from in vitro and in vivo monitoring of inhibitory axonal bouton
remodeling (Keck et al., 2011; Marik et al., 2010; Wierenga et al., 2008). However, imaging
of pre-synaptic structures does not provide information regarding the identity of the post-
synaptic cell nor their subcellular sites of contact. In addition, monitoring of either dendritic
spine or inhibitory bouton dynamics has thus far utilized a limited field of view, and has not
provided a comprehensive picture of how these dynamics are distributed and potentially
coordinated across the entire arbor.

Here we simultaneously monitored inhibitory synapse and dendritic spine remodeling across
the entire dendritic arbor of cortical L2/3 pyramidal neurons in vivo during normal and
altered sensory experience. We found that inhibitory synapses on dendritic shafts and spines
differ in their distribution across the arbor, consistent with different roles in dendritic
integration. These two inhibitory synapse population also display distinct temporal
responses to visual deprivation, suggesting different involvements in early versus sustained
phases of experience-dependent plasticity. Finally, we find that the rearrangements of
inhibitory synapses and dendritic spines are locally clustered, mainly within 10 μm of each
other, the spatial range of local intracellular signaling mechanisms, and that this clustering is
influenced by experience.

RESULTS
Simultaneous In Vivo Imaging of Inhibitory Synapses and Dendritic Spines

To label inhibitory synapses for in vivo imaging, we generated a Cre-dependent plasmid
expressing Teal fluorescent protein fused to Gephyrin, a post-synaptic scaffolding protein
exclusively found at GABAergic and glycinegic synapses (Craig et al., 1996; Schmitt et al.,
1987; Triller et al., 1985), (Teal-Gephyrin) (Figure 1A). This construct was co-
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electroporated with two additional plasmids: a Cre-dependent enhanced yellow fluorescent
protein (eYFP) plasmid to label neuronal morphology, and a Cre construct. Cre-dependent
expression of Teal-Gephyrin and eYFP was achieved through of the use of a ‘double-floxed’
inverted open reading frame (dio) system (Atasoy et al., 2008) in which each gene was
inserted in the antisense orientation flanked by two incompatible sets of loxP sites. Co-
electroporation at high molar ratios of Teal-Gephyrin and eYFP and low molar ratios of Cre
favored a high incidence of co-expression of both fluorophores, with the sparse neuronal
labelling required for single cell imaging and reconstruction. Electroporations were
performed in utero on E16 embryos of pregnant C57/BL6 mice, targeting the lateral
ventricle to label cortical progenitors at the time of L2/3 pyramidal neuron generation
(Figure 1B). Mice were subsequently reared to 6–8 weeks of age and then implanted with
bilateral cranial windows over the visual cortices. Allowing 2–3 weeks for recovery (Lee et
al., 2008), labeled neurons were identified and 3D-volume images were acquired using a
custom built two-channel two-photon microscope.

Imaging of eYFP-labeled neuronal morphology and Teal-labeled Gephyrin puncta was
performed by simultaneous excitation of eYFP and Teal and separation of the emission
spectra into two detection channels, followed by post-hoc spectral linear un-mixing (see
Experimental Procedures, Supplemental Experimental Procedures and Figure S1). In
addition, functional maps of monocular and binocular primary visual cortex were obtained
by optical imaging of intrinsic signals, and blood vessel maps were used to identify the
location of imaged cells with respect to these cortical regions (Figure 1C). At least 70% of
the entire dendritic tree was captured within our imaging volume. Cells in binocular visual
cortex were imaged at 4 day intervals, initially for 8 days of normal visual experience
followed by 8 days of monocular deprivation by eyelid suture (MD) with an intermediate
imaging session after 2 days MD.

In vivo imaging of electroporated neurons showed distinct labeling of neuronal morphology
by eYFP with clear resolution of dendritic spines (Figure 1D–G, see also Movie S1). Teal-
Gephyrin expression could be visualized as clear punctate labeling along the dendritic shaft
and on a fraction of dendritic spines (Figure 1D–G, see also Movie S1), down to 200–
250μm below the pial surface (Figures S1C, S3B–D). The majority of Teal-Gephyrin puncta
were stable and could be reliably re-identified over multiple days and imaging sessions, but
examples of dynamic puncta were also observed.

Teal-Gephyrin Puncta Correspond to Inhibitory Synapses
To demonstrate that Teal-Gephyrin puncta visualized in vivo correspond to inhibitory
synapses, we performed serial section immuno-electron microscopy (SSEM) on an in vivo
imaged L2/3 pyramidal neuron dendrite labeled with eYFP/Teal-Gephyrin (Figure 2A).
Immediately after two-photon imaging, the brain was fixed, sectioned, and stained with an
antibody to eYFP followed by a biotin-conjugated secondary and detected with nickel-
diaminobenzidine (DAB) (Figure 2B). A ~30μm dendritic segment with strong DAB
staining was relocated and then further cut into serial ultrathin sections and processed for
post-embedding GABA immunohistochemistry to discriminate between inhibitory and
excitatory presynaptic terminals.

The robustness of the nickel-DAB staining was such that it frequently obscured most of the
post-synaptic dendritic compartment, including the post-synaptic density, of many synaptic
contacts. Visualization of the post-synaptic density is considered an important criterion for
identifying synapses, and in some cases a post-synaptic membrane specialization could be
discerned despite the DAB staining, but other important criteria include aggregation of
synaptic small vesicles at the pre-synaptic junction, and a clear synaptic cleft structure
between the pre- and post-synaptic junction. Contacts were categorized as synapses only if
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all or at least two of these criteria were present in at least a few serial ultrathin sections
(Figure S2A, B). The densities of GABA marker colloidal gold particles were clearly
different between GABA-positive and -negative pre-synaptic terminals, and a terminal was
categorized as GABA-positive if a high particle density was found in the pre-synaptic
terminal across multiple serial ultrathin sections.

The reconstructed segment contained twenty-six dendritic spines observed in vivo which
were re-identified after SSEM-reconstruction and all found to bear synaptic contacts (Figure
2C, see also Movie S2). Six additional spines each with a single excitatory synapse were
identified by EM but not visualized in vivo likely due to their orientation perpendicular to
the imaging plane. Eleven filopodia-like structures without synaptic contacts were also
found. These possessed very thin necks (50–250 nm in width) and were also unresolved by
two-photon microscopy. This suggests that while dendritic spines imaged in vivo indeed
closely represent excitatory synaptic contacts, in vivo imaging potentially underestimates
their true number by as much as 20%.

All 10 of the Teal-Gephyrin puncta visualized in vivo corresponded with GABAergic
synapses found by EM. Six were localized on the dendritic shaft while 4 were located on
dendritic spines (Figure 2C–G, S2A). Three out of the 4 dendritic spines bearing inhibitory
synapses were found to be co-innervated with an excitatory synapse (Figure 2H, S2B).
While a co-innervated excitatory synapse was not found on the remaining spine this is likely
due to known limitations of the EM reconstruction (Kubota et al., 2009). The proportion of
doubly-innervated dendritic spines observed on this segment is comparable to previously
reported results (Kubota et al., 2007). Further SSEM reconstruction of the surrounding
neuropil revealed additional GABAergic processes touching the imaged dendrite without
forming synaptic contact. No Teal-Gephyrin puncta were observed in vivo at these points of
contact (Figure S2C–E). These results confirm that imaged Teal-Gephyrin puncta
correspond one-to-one with GABAergic inhibitory synapses.

Differential Distribution of Inhibitory Spine and Shaft Synapses
To date, inhibitory synapse distribution on L2/3 pyramidal cell dendrites and its relation to
dendritic spine distribution have been estimated from volumetric density measurements
(DeFelipe et al., 2002). We first used Teal-Gephyrin/eYFP labeling to characterize the
distribution of inhibitory synapses on both shafts and spines, as well as dendritic spine
distribution on the same L2/3 pyramidal cells imaged in vivo. The density of dendritic
spines was 4.42 ± 0.27 per 10 μm length of dendrite (Figure 3A). While likely a slight
underestimate based on our EM observations, this is in agreement with previous in vivo two-
photon measurements (Holtmaat et al., 2005). A fraction of these spines (13.60 ± 1.38%)
bore inhibitory synapses with a density of 0.71 ± 0.11 per 10 μm. Inhibitory synapses along
the dendritic shaft were approximately twice as abundant with a density of 1.68 ± 0.08 per
10 μm. While dendritic spine density and inhibitory shaft synapse density were similar on
apical versus basal dendrites, apical dendrites contained a higher density of inhibitory spine
synapses than basal dendrites (Mann-Whitney U test, P < 0.05) (Figure 3B). When spine and
inhibitory shaft synapse distribution were measured along the dendrite as a function of
distance from the cell soma, their density along both apical and basal dendrites was found to
be constant regardless of proximal or distal location (Figure 3C). In contrast, the density of
inhibitory spine synapses on apical dendrites increased with distance from the cell soma, and
was two-fold higher at locations greater than 125μm from the cell soma as compared to
proximal locations along the same dendritic tree (Mann-Whitney U test, P < 0.05) (Figure
3D), resulting in a two-fold increase in the ratio of inhibitory spine synapses to dendritic
spines (Mann-Whitney U test, P < 0.05) (Figure 3E). Identical analysis performed ex vivo in
50μm coronal sections yielded the same results, validating the reliability of our in vivo
imaging-based quantifications and showing that imaging depth does not diminish the fidelity
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of synapse scoring in the depth range that we are imaging (Figure S3). These findings
demonstrate that while the distribution of inhibitory shaft synapses is constant throughout
the dendritic field, inhibitory spine synapses are distributed non-uniformly, with higher
densities at distal apical dendrites.

Inhibitory Spine and Shaft Synapse Remodeling are Kinetically Distinct
Given the distinct anatomical distributions of inhibitory spine and shaft synapses, we next
asked if these two populations also differ in their capacities for synaptic rearrangement
during normal and altered sensory experience (Figure 1B, 4A). The majority of inhibitory
synapse rearrangements observed were persistent (persisting for at least 2 imaging sections),
with only a small fraction of events transiently lasting for only one imaging session, 4.20 ±
2.56% of all events in the case of inhibitory shaft synapses and 9.00 ± 3.97% for inhibitory
spine synapses (Figure S4A, B). Given the low incidence of these transient events within the
population of dynamic events, they were excluded from analysis, and only persistent
changes were scored. In the case of dendritic spines, it has been established that spines that
are persistent for 4 days or more always have synapses (Knott et al., 2006). Given that our
imaging interval is typically 4 days, our scoring rationale in this case has some biological
meaning rather than being purely methodological. In order to be consistent with
measurement of spine dynamics (see further in the manuscript) our methods for scoring
transient and persistent inhibitory synapses are similar to those for dendritic spines, Analysis
of persistent changes during normal experience revealed similar fractional turnover rates for
inhibitory shaft synapses and dendritic spines, with 5.36 ± 0.97% of shaft synapses and 5.26
± 0.89% of dendritic spines remodeling over an 8 day period (Figure 4B). Inhibitory spine
synapses, whether stable or dynamic, were exclusively located on stable, persistent spines.
These synapses were fractionally more dynamic as compared to dendritic spines and
inhibitory shaft synapses with 18.84 ± 5.50% of inhibitory spine synapses appearing or
disappearing over an 8 day period of normal vision (dendritic spines versus inhibitory spine
synapses, Wilcoxon rank sum test, P < 0.05; inhibitory shaft synapses versus inhibitory
spine synapses, Wilcoxon rank sum test, P < 0.05).

In the adult mouse, prolonged MD produces an ocular dominance (OD) shift in the binocular
visual cortex, characterized by a slight weakening of deprived-eye inputs and a
strengthening of non-deprived eye inputs (Frenkel et al., 2006; Sato and Stryker, 2008). As
previously described (Hofer et al., 2009), we observed no increase in spine gain or loss on
L2/3 pyramidal neurons during MD (Figure 4C). However, MD doubled the fraction of
inhibitory shaft synapse loss during the first four days of MD (repeated measures ANOVA
and Tukey’s post-hoc test, P < 0.01). This increased loss persisted throughout the entire 8
days of MD. A decrease in inhibitory shaft synapse additions was also observed at 4–8d MD
(repeated measures ANOVA and Tukey’s post-hoc test, P < 0.005). A larger than 3-fold
increase in inhibitory spine synapse loss was observed during the early period of MD
(repeated-measures ANOVA and Tukey’s post-hoc test, P < 0.05). Analysis at 0–2d MD and
2–4d MD intervals shows that the increase inhibitory spine synapse loss was specific to the
first two days of MD (Wilcoxon rank sum test, P < 0.05) (Figure 4D). Imaging over a 16-
day period in control animals showed no fractional change in inhibitory synapse additions or
eliminations across the imaging time course, indicating that the inhibitory synapse losses
observed were specifically induced by MD (Figure S4C). These findings demonstrate that
inhibitory shaft and spine synapses are kinetically distinct populations and that experience
can differentially drive their elimination and formation.

Inhibitory Synapse and Dendritic Spine Changes are Locally Clustered
Long-term plasticity induced at one dendritic spine can coordinately alter the threshold for
plasticity in nearby neighboring spines (Govindarajan et al., 2011; Harvey and Svoboda,
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2007). Electrophysiological studies suggest that plasticity of inhibitory and excitatory
synapses may also be coordinated at the dendritic level. Calcium influx and activation of
calcium-dependent signaling molecules that lead to long-term plasticity at excitatory
synapses can also induce plasticity at neighboring inhibitory synapses (Lu et al., 2000;
Marsden et al., 2010). Conversely, inhibitory synapses can influence excitatory synapse
plasticity by suppressing calcium-dependent activity along the dendrite (Miles et al., 1996).
Given the limited spatial extent of these signaling mechanisms (Harvey and Svoboda, 2007;
Harvey et al., 2008), we looked for evidence of local clustering between excitatory and
inhibitory synaptic changes.

We first looked at the distribution of dynamic events resulting in persistent changes (both
additions and eliminations) on each dendritic segment (68.1 ± 2.9 μm in length) as defined
by the region from one branch point to the next or from branch tip to the nearest branch
point. During normal visual experience, 58.2 ± 7.6% of dendritic segments per cell
contained both a dynamic inhibitory (spine or shaft) synapse and a dynamic dendritic spine
(Figure 5A). On these dendritic segments, a large fraction of dynamic inhibitory synapses
and dendritic spines were found to be located within 10 μm of each other, suggesting that
these changes were clustered (dynamic spines to nearby dynamic inhibitory synapses,
repeated-measures ANOVA, P < 1 × 10−10; dynamic inhibitory synapses to nearby dynamic
spines, repeated-measures ANOVA, P < 0.0005) (Figure 5B, S5A). To determine whether
clustering of dynamic inhibitory synapses with dynamic spines were merely a reflection of
the dendritic distribution of inhibitory synapses and spines, we performed nearest neighbor
analysis between every monitored dynamic and stable inhibitory synapse and every dynamic
and stable spine (Figure 5C). We found that inhibitory synapse changes occur in closer
proximity to dynamic dendritic spines as compared to stable spines (K–S test, P < 2.0 ×
10−6) (Figure 5D). Conversely, dendritic spine changes occur in closer proximity to dynamic
inhibitory synapses as compared to stable inhibitory synapses (K–S test, P < 2.0 × 10−4)
(Figure 5E). Interestingly, dendritic spine changes were not clustered with each other, and
indeed occurred with less proximity to neighboring dynamic spines as compared to stable
spines (stable spines versus dynamic spines, K–S test, P < 0.05) (Figure 5F). We observed
no difference in nearest neighbor distribution between dynamic inhibitory synapses and their
dynamic or stable inhibitory counterparts (Figure 5G). These results demonstrate that
dendritic spine-inhibitory synapse changes are spatially clustered along dendritic segments
while dendritic spine-dendritic spine changes and inhibitory synapse-inhibitory synapse
changes are not. Clustered dynamics was the same for inhibitory shaft or spine synapses in
relation to the nearest dynamic dendritic spine (Figure S5B).

We next asked how altering sensory experience through MD affects clustering of inhibitory
synapse and dendritic spine changes. We found that clustering between dynamic inhibitory
synapses and dendritic spines persisted during MD (Figure S5C) with a similar spatial
distribution compared to control conditions (Figure S5D). We compared the frequency of
clustered events during normal vision and MD by quantifying the number of inhibitory
synapses and dendritic spine changes occurring within 10μm of each other. MD increased
the frequency of clustered events from 0.013 ± 0.004 to 0.020 ± 0.003 per μm dendrite
(Wilcoxon rank sum test, P < 0.05) (Figure 5H). Since MD increases inhibitory synapse but
not dendritic spine dynamics, we asked how an increase in clustered events could occur
without a concurrent change in dendritic spine remodeling. We found that while the fraction
of dynamic spines did not increase in response to MD (Figure 4B–D), the fraction of
dynamic spines participating in clustered events increased from 38.4±9.0% to 59.0±7.7%
during MD (Wilcoxon rank sum test, P < 0.05).

A small fraction of spines in the SSEM were unaccounted for in the imaging. In all cases,
these were z-projecting dendritic spines, obscured by the eYFP –labeled dendrite above or

Chen et al. Page 6

Neuron. Author manuscript; available in PMC 2013 April 26.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



below. Generally, we find little or no image rotation along the x- or y- axis from session to
session. Thus, z-projecting spines would potentially appear as very stubby protrusions from
the shaft or not at all, and according to spine scoring criteria (see methods), would
potentially be unscored. Unless Z-projecting spines differ from x- or y-projecting spines in
their capacity for plasticity (which is unlikely or at least has not been observed), this should
not affect our understanding of spine turnover data. Since we are measuring the fractional
kinetics, these unidentified spines should have no bearing on our measures of plasticity. In
the case of Teal-Gephyrin puncta, all were found to correspond with inhibitory synapses
seen SSEM, and conversely 100% of inhibitory synapses seen by SSEM were also
visualized in vivo. The identification of Teal-Gephyrin puncta are not susceptible to such
artifacts given the sparse distribution of these puncta and the absence of other Teal-labeled
structures that could obscure these puncta from view. In fact, z-projecting inhibitory spine
synapses could be readily identified in the image stacks and aided in the identification of
their corresponding dendritic spine, explaining their highly reliable identification.

To rule out the possibility that the increased clustering during MD is simply the result of the
increased presence of dynamic inhibitory synapses, we calculated the likelihood that a
dendrite with a dynamic spine and dynamic inhibitory synapse would be located within
10μm of each other assuming these events were not clustered. Based on the density of
dendritic spines, 8.3±0.5 spines are located within 10μm of a dynamic inhibitory synapse.
During MD, 6.4±1.0% of spines are dynamic, 88.9±8.3% of which are located on dendrites
with dynamic inhibitory synapses. If changes are not clustered, we calculated a 44.1±7.2%
probability that a dynamic spine would be within 10μm of a dynamic inhibitory synapse.
However, we find that a significantly larger number, 74.3±7.6% of dynamic spines are
within 10μm of a dynamic inhibitory synapse (Wilcoxon rank sum test, P<0.005).
Conversely, 4.8±0.3 inhibitory synapses are located within 10μm of a dynamic spine.
During MD, 13.6±2.0% of inhibitory synapses are dynamic, 83.1±4.8% of which are located
on dendrites with dynamic spines. We calculated a 50.5±5.0% probability that a dynamic
spine would be within 10μm of a dynamic inhibitory synapse, if changes are unclustered.
Here again, we find a significantly larger number of 75.2±5.1% of dynamic inhibitory
synapses located within 10μm of a dynamic spine (Wilcoxon rank sum test, P<0.001). These
results demonstrate that the percent of clustered dynamic spines and inhibitory synapses in
response to MD is significantly higher than would be expected simply based on the
increased fraction of dynamic inhibitory synapses. This suggests that while MD does not
alter the overall rate of spine turnover on L2/3 pyramidal neurons, it does lead to increased
coordination of dendritic spine rearrangement with the dynamics of nearby inhibitory
synapses.

DISCUSSION
By large volume imaging of inhibitory synapses directly on a defined cell type, L2/3
pyramidal neurons, we have characterized the distribution of inhibitory spine and shaft
synapses across the dendritic arbor and have measured their remodeling kinetics during
normal experience and in response to MD. We find that inhibitory synapses targeting
dendritic spines and dendritic shafts are uniquely distributed and display distinct temporal
kinetics in response to experience. In addition, by simultaneous monitoring of inhibitory
synapses and dendritic spines across the arbor we found that their dynamics are locally
clustered within dendrites and that this clustering can be further driven by experience.

We speculate that the differential distribution of inhibitory spine and shaft synapses may
reflect differences in connectivity patterns across dendritic compartments as well as the role
inhibitory synapses play in the processing of local dendritic activity. Functionally, dendritic
inhibition has been shown to suppress calcium-dependent activity along the dendrite (Miles
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et al., 1996), originating from individual excitatory synaptic inputs as well as back-
propagating action potentials (bAPs) from the soma. Local excitation arising from dendritic
and NMDA spikes can spread for 10–20 μm and evoke elevated levels of calcium along the
dendrite (Golding et al., 2002; Major et al., 2008; Schiller et al., 1997). Our finding that
shaft inhibitory synapses are uniformly distributed across dendrites, whereas inhibitory spine
synapses are twice as abundant along distal apical dendrites compared to other locations
suggest that these two types of synapses have different roles in shaping dendritic activity.
The regular distribution of inhibitory shaft synapses may reflect their ability to broadly
regulate calcium activity from multiple excitatory synaptic inputs and from bAPs,
influencing the integration of activity from mixed sources.

The non-uniform distribution of inhibitory spine synapses may reflect differences in the
relative sources of calcium influx at their respective locales. For example, the amplitude of
bAPs along dendrites decreases with increasing distance from the soma. While bAPs can
routinely produce calcium influx into the most distal parts of basal dendrites, detectable
calcium influx into the more distal regions of apical dendrites has only been demonstrated
under the most stringent conditions (Larkum and Nevian, 2008). The increased density of
inhibitory spine synapses at distal apical dendrites, a region where calcium activity is likely
to be more dominated by synaptic inputs than bAPs may reflect an increased relevance in
the modulation of individual synaptic inputs. Indeed, we along with others (Jones and
Powell, 1969; Knott et al., 2002; Kubota et al., 2007) have shown that dendritic spines with
inhibitory synapses are co-innervated with an excitatory synapse, suggesting that they may
gate synaptic activity of individual excitatory synaptic inputs. The distribution of inhibitory
spine synapses may also relate to the different sources of excitatory connections onto the
apical dendrite, suggesting they may be involved in gating specific types of inputs. The
apical tuft of L2/3 pyramidal neurons receives a larger proportion of excitatory inputs from
more distant cortical and subcortical locations compared to other parts of the dendritic arbor
(Spruston, 2008). Subcortical afferents have been identified as the excitatory input that co-
innervates spines with inhibitory synapses (Kubota et al., 2007), suggesting that these
inhibitory contacts are ideally situated to directly modulate feed-forward sensory-evoked
activity in the cortex. Interestingly, we find that all of these co-innervated spines are stable
both during normal experience and during MD, regardless of the dynamics of the inhibitory
spine synapse. This suggests that subcortical inputs entering the cortex onto dually
innervated spines are likely to be directly gated by inhibition at their entry level, the spine,
but due to the structural stability of these feed forward inputs, their functional modification
would have to rely on removal/addition of the gating inhibitory input. This particular type of
excitatory synapse may be much more directly influenced by the inhibitory network than
excitatory synapses on singly innervated spines that are exposed to the inhibitory network
only at the level of the dendrite.

Inhibitory synapses are quite responsive to changes in sensory experience. Recently, focal
retinal lesions have been shown to produce large and persistent losses in axonal boutons in
the adult mouse visual cortex (Keck et al., 2011). Our ability to distinguish inhibitory spine
and shaft synapses provide new insight into the degree of inhibitory synapse dynamics in the
adult visual cortex. We find that in binocular visual cortex, MD produces a relatively large
initial increase in inhibitory spine synapse loss. Acute changes in inhibitory spine synapse
density have also been observed in the barrel cortex after 24 hours of whisker stimulation
(Knott et al., 2002), further supporting the notion that these synapses are highly responsive
to and are well suited to modulate feed-forward sensory-evoked activity. While inhibitory
spine synapses are responsive to the initial loss of sensory input, the sustained increase in
inhibitory shaft synapse loss we observe parallels the persistent absence of deprived-eye
input and may serve the broader purpose of maintaining levels of dendritic activity and
excitability during situations of reduced synaptic drive. These losses in inhibitory synapses
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are consistent with findings that visual deprivation produces a period of disinhibition in
adult visual cortex (Chen et al., 2011; He et al., 2006; Hendry and Jones, 1986; Keck et al.,
2011) that is permissive for subsequent plasticity (Chen et al., 2011; Harauzov et al., 2010;
Maya Vetencourt et al., 2008).

Finally, models for synaptic clustering have been proposed as a means to increase the
computational capacity of dendrites (Larkum and Nevian, 2008) and as a form of long-term
memory storage (Govindarajan et al., 2006). These models have generally been derived
from evidence of coordinated plasticity between excitatory synapses (Govindarajan et al.,
2011; Harvey and Svoboda, 2007). We find that clustered plasticity at the level of synapse
formation and elimination can also occur between excitatory and inhibitory synapses and
that these changes occur mainly within 10 μm of each other. This is a distance at which
calcium influx and calcium-dependent signaling molecules from individual excitatory inputs
can directly influence the plasticity of neighboring excitatory synapses (Govindarajan et al.,
2011; Harvey and Svoboda, 2007; Harvey et al., 2008). Activation of excitatory inputs can
also induce translocation of calcium-dependent signaling molecules to inhibitory synapses
resulting in enhanced GABA(A) receptor surface expression (Marsden et al., 2010). Further
experiments using GABA uncaging also demonstrate selective inhibition of calcium
transients in dendritic regions less than 20 μm from the uncaging site (Kanemoto et al.,
2011). These findings and ours suggest that spatial constraints may influence coordinated
plasticity between inhibitory and excitatory synapses along dendritic segments. While we
and others (Hofer et al., 2009) observe no increase in spine gain or loss on L2/3 pyramidal
neurons during adult OD plasticity, the increased clustering of inhibitory synapse-dendritic
spine remodeling in response to MD suggests that experience produces coordinated
rearrangements between dendritic spines and inhibitory synapses. In the case of dually
innervated spines, gating of the excitatory inputs can also be modified by the addition/
elimination of inhibitory spine synapses. Thus, MD may still influence excitatory synaptic
plasticity in this cell type without altering the overall rate of spine turnover. These findings
provide evidence that experience-dependent plasticity in the adult cortex is a highly
orchestrated process, integrating changes in excitatory connectivity with the active
elimination and formation of inhibitory synapses.

EXPERIMENTAL PROCEDURES
Generation of Expression Plasmids

For construction of the Cre expression plasmid (pFsynCreW), a Cre insert with 5′ NheI and
3′ EcoRI restriction sites was generated by PCR amplification from a WGA-Cre AAV
vector (Gradinaru et al., 2010) and subcloned into a pLL3.7syn lentiviral expression plasmid
(Rubinson et al., 2003). The Cre-dependent eYFP expression plasmid (pFUdioeYFPW) was
constructed by subcloning a ‘double’ floxed inverse orientation (dio) eYFP expression
cassette (a gift from K. Deisseroth) into the pFUGW lentiviral expression plasmid (Lois et
al., 2002), replacing the GFP coding region between the 5′ BamHI and 3′ EcoRI restriction
sites. The Cre-dependent Teal-Gephyrin expression plasmid (pFUdioTealGephyrinW) was
constructed as follows. First, a Teal insert was generated by PCR amplification of Teal
(Allele Biotech, San Diego, CA) with added 5′ NheI and 3′ EcoRI restriction sites and
subcloned into the pLL3.7syn lentiviral expression plasmid. Next, Gephyrin with 5′ BsrGI
and 3′ MfeI restriction sites was generated by PCR amplification from a GFP-Gephyin
expression plasmid (Fuhrmann et al., 2002) and subcloned into the Teal expression plasmid
using the BsrGI and EcoRI sites to generate a Teal-Gephryin fusion protein. Finally, Teal-
Gephyrin with 5′ BsiWI and 3′ NheI restriction sites was PCR amplified from this plasmid
and subcloned into the Cre-dependent eYFP expression plasmid described above, replacing
eYFP in the dio expression cassette.
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In Utero Electroporation
L2/3 cortical pyramidal neurons were labelled by in utero electroporation on E16 timed
pregnant C57BL/6J mice (Charles River, Wilmington, MA) as previously described (Tabata
and Nakajima, 2001). pFUdioeYFPW, pFUdioTealGephyrinW, pFUCreW plasmids were
dissolved in 10 mM Tris±HCl (pH 8.0) at a 10:5:1 molar ratio for a final concentration of
1μg/μl along with 0.1% of Fast Green (Sigma, St. Louis, MO). The solution, containing 1–2
μl of plasmid, was delivered into the lateral ventricle with a 32 gauge Hamilton syringe
(Hamilton Company, Reno, NV). Five pulses of 35–40V (duration 50ms, frequency 1Hz)
were delivered, targeting the visual cortex, using 5mm diameter tweezer-type platinum
electrodes connected to a square wave electroporator (Harvard Apparatus, Holliston, MA).

Cranial Window Implantation
Mice born after in utero electroporation were bilaterally implanted with cranial windows at
postnatal days 42–57 as previously described(Lee et al., 2008). Sulfamethoxazole (1 mg/ml)
and trimethoprim (0.2 mg/ml) were chronically administered in the drinking water through
the final imaging session to maintain optical clarity of implanted windows.

Optical Intrinsic Signal Imaging
For functional identification of monocular and binocular visual cortex, optical imaging of
intrinsic signal and data analysis were performed as described previously (Kalatsky and
Stryker, 2003). Mice were anesthetized and maintained on 0.5–0.8% isofluorane
supplemented by chloroprothixene (10 mg/kg, i.m.), and placed in a stereotaxic frame. Heart
rate was continuously monitored. For visual stimuli, a horizontal bar (5° in height and 73° in
width) drifting up with a period of 12 seconds was presented for 60 cycles on a high-refresh-
rate monitor positioned 25 cm in front of the animal. Optical images of visual cortex were
acquired continuously under 610 nm illumination with an intrinsic imaging system
(LongDaq Imager 3001/C; Optical Imaging Inc., New York, NY) and a 2.5×/0.075 NA
(Zeiss, Jena, Germany) objective. Images were spatially binned by 4×4 pixels for analysis.
Cortical intrinsic signal was obtained by extracting the Fourier component of light
reflectance changes matched to the stimulus frequency whereby the magnitudes of response
in these maps are fractional changes in reflectance. The magnitude maps were thresholded at
30% of peak response amplitude to define a response region. Primary visual cortex was
determined by stimulation of both eyes. Binocular visual cortex was determined by
stimulation of the ipsilateral eye. Monocular visual cortex was determined by subtracting the
binocular visual cortex map from the primary visual cortex map.

Monocular Deprivation
Monocular deprivation was performed by eyelid suture. Mice were anesthetized with 1.25%
avertin (7.5 ml/kg IP). Lid margins were trimmed and triple antibiotic ophthalmic ointment
(Bausch & Lomb, Rochester, NY) was applied to the eye. Three to five mattress stitches
were placed using 6-0 vicryl along the extent of the trimmed lids. Suture integrity was
inspected directly prior to each imaging session. Animals whose eyelids did not seal fully
shut or had reopened were excluded from further experiments.

Serial Section Immunoelectron Microscopy
For post-hoc localization of previously in vivo imaged dendrites, blood vessels were labeled
with a tail vein injection of fixable rhodamine dextran (5% in PBS, 50uL; Invitrogen,
Carlsbad, CA) delivered 30 minutes prior to perfusion. Animals were fixed and perfused
with an initial solution of 250 mM sucrose, 5 mM MgCl2 in 0.02 M phosphate buffer (PB;
pH 7.4) followed by 4% paraformaldehyde containing 0.2% picric acid and 0.5%
glutaraldehyde in 0.1 M PB. Following perfusion and fixation, cranial windows were
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removed and penetrations of DiR (Invitrogen, Carlsbad, CA) were made into cortex around
the imaged region. Brains were removed, 50μm thin sections were cut parallel to the
imaging plane and visualized with an epifluorescence microscope. The brain section
containing the branch tip of interest was identified by combining in vivo two-photon images
and blood vessel maps with post-hoc blood vessel labeling and DiR penetrations. The
identified section was prepared for immuno electron microscopy as previously described
(Kubota et al., 2009). Imaged dendrites were stained by immunohistochemistry using an
antiserum against eGFP (1: 2000; kind gift from Dr Nobuaki Tamamaki, Kumamoto
University, Japan), followed by biotin-conjugated secondary antiserum (1:200; BA-1000,
Vector Laboratories) and then the ABC kit (PK-6100, Vector Laboratories). The neurons
were labeled with 0.02% DAB, 0.3% nickel in 0.05 M Tris-HCl buffer, pH 8.0. Prepared
sections were then serially re-sectioned at 50 nm thickness using an ultramicrotome
(Reichert Ultracut S, Leica Microsystems). The ultrathin sections were incubated with an
antiserum against GABA (1:1000; A-2052, Sigma) in 0.1% Triton X-100, 0.05 M Tris-HCl
buffer, followed by 15nm colloidal gold conjugated secondary antiserum (1:100;
EM.GAR15, British Biocell International) (Kawaguchi and Kubota, 1998). While DAB
staining can obscure post-synaptic structures, post-embedding GABA immunoreactivity has
been demonstrated to detect 100% of inhibitory pre-synaptic terminals (Kawaguchi and
Kubota, 1998). The stained dendrite was imaged from 136 serial ultra thin sections using
TEM (Hitachi H-7000 equipped with AMT CCD camera XR-41, Hitachi, Japan). Image
reconstruction and analysis was performed with Reconstruction
(http://synapses.clm.utexas.edu/tools/index.stm).

Two-Photon Imaging
Starting at three weeks after cranial window surgery, allowing sufficient time for recovery,
adult mice were anesthetized with 1.25% avertin (7.5 ml/kg IP). Anaesthesia was monitored
by breathing rate and foot pinch reflex and additional doses of anaesthetic were administered
during the imaging session as needed. In vivo two-photon imaging was performed using a
custom-built microscope, including a custom-made stereotaxic restraint affixed to a stage
insert and custom acquisition software modified for dual channel imaging. The light source
for two-photon excitation was a commercial Mai Tai HP Ti:Sapphire laser (Spectra-Physics,
Santa Clara, CA) pumped by a 14-W solid state laser delivering 100 fs pulses at a rate of 80
MHz with the power delivered to the objective ranging from approximately 37–50 mW
depending on imaging depth. Z-resolution was obtained with a piezo actuator positioning
system (Piezosystem Jena, Jena, Germany) mounted to the objective. The excitation
wavelength was 915 nm, with the excitation signal passing through a 20×/1.0 NA water
immersion objective (Plan-Apochromat, Zeiss, Jena, Germany). After exclusion of
excitation light with a barrier filter, emission photons were spectrally separated by a dichroic
mirror (520nm) followed by bandpass filters (485/70nm and 560/80nm) and then collected
by two independent photomultiplier tubes. An initial low resolution imaging volume
(500nm/pixel XY-resolution, 4μm/frame Z-resolution) encompassing a labelled cell was
acquired to aid in selecting the region of interest for chronic imaging. All subsequent
imaging for synapse and dendritic spine monitoring was performed at higher resolution
(250nm/pixel XY-resolution, 0.9μm/frame Z-resolution). Two-photon raw scanner 16-bit
data was processed for spectral linear unmixing (see Supplementary Methods) and converted
into a 8-bit RGB image z-stack using Matlab and ImageJ (National Institutes of Health).

Spectral Linear Unmixing and Image Processing
Spectral linear unmixing is based on the fact that the total photon count recorded at each
pixel in a given channel is the linear sum of the spectral contribution of each fluorophore
weighted by its abundance. For a dual channel detection system, the contribution of two
fluorophores can be represented by the following equations:
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(1)

(2)

where J is the total signal per channel, I is the fluorophore abundance, and S is the
contribution of that fluorophore. These equations can be expressed as a matrix:

(3)

whereby the unmixed image [I] can be calculated using the inverse matrix of [S]:

(4)

Assuming the detected signal in both channels represents the total spectral contribution for
both fluorophores:

(5)

(6)

[S] was determined experimentally by dual channel acquisition of single excitation two-
photon images of cell culture with single fluorophore expression, adjusting laser power and
dwell time to achieve photon count levels approximating in vivo signal intensity. (Figure
S1A–B). The mean contribution for each fluorophore into each channel representing the
reference spectra from the acquired images was calculated using Matlab (Mathworks,
Natick, MA). These values were subsequently used for spectral linear unmixing of dual
channel 16-bit two-photon raw scanner data into a 8-bit RGB image z-stack using Matlab
and ImageJ (National Institutes of Health). [S] measured from in vivo labelled samples was
similar to the in vitro determined value, and spectral unmixing with either the in vitro or in
vivo values yielded essentially the same result (Figure S1A–B). Simulations were performed
to validate that the 200–250μm imaging depth used for our data acquisition is well within
the signal intensity range where spectral unmixing can work reliably (see Supplemental
Experimental Procedures and Figure S1C–F).

Data and Statistical Analysis
For whole cell dendritic arbor reconstruction and analysis of dendritic morphology, 3-D
stacks were manually traced in Neurolucida (MicroBrightField, Inc., Williston, VT). The
main apical trunk of each cell was excluded from analysis as its orientation was
perpendicular to image stacks and thus could not be reconstructed at high resolution.
Dendrites are defined as dendritic segments stretching from one branch point to the next
branch point or from on branch point to the branch tip. Dendritic spine and inhibitory
synapse tracking and analysis was performed using V3D (Peng et al., 2010). Dendritic spine
analysis criteria were as previously described (Holtmaat et al., 2009). Using these scoring
criteria, the lack of image volume rotation from imaging session to session may have
resulted in some z-projecting dendritic spines being left unscored. This did not influence
quantification of spine dynamics due to their low incidence and the fractional scoring.
Inhibitory synapses were identified as puncta co-localized to the dendrite of interest with a
minimal size of 3×3 or 8–9 clustered pixels (0.56 μm2) with a minimal average signal
intensity of at least 4 times above shot noise background levels. Comparing the measured

Chen et al. Page 12

Neuron. Author manuscript; available in PMC 2013 April 26.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



pixel dimensions of two-photon imaged synapses with their size measured after EM
reconstruction, shows that the pixel dimensions of these synapses range from 8 – 31 pixel
clusters and correlate with their true physical dimensions (Figure S2G). This confirms that a
threshold of 3×3 pixels would be sufficient for identifying virtually any synapse.

Transient changes were defined as dendritic spines or synapses that appeared or disappeared
for only one imaging session. For persistent changes, spines or synapses that appeared and
persisted for at least two consecutive imaging sessions were scored as additions, with the
exception of additions occurring between the second-to-last and last imaging session. Spines
or synapse that disappeared and remained absent for at least two consecutive imaging
sessions were scored as eliminations, with the exception of eliminations occurring between
the first and second imaging session (see Supplemental Experimental Procedures). Only
persistent spine and synapse changes were used for measuring turnover rates and clustered
dynamics. In total, 2230 dendritic spines and 1211 inhibitory synapses from 83 dendritic
segments in 14 cells from 6 animals were followed over 6 imaging sessions.

For each cell, the fractional rate of additions and eliminations were defined as the percentage
of dendritic spines or inhibitory synapses added or eliminated, respectively, between two
successive imaging sessions out of the total number of dendritic spines or inhibitory
synapses divided by the number of days between imaging sessions. Wilcoxon rank sum test,
Mann Whitney U-test, or repeated measures ANOVA and Tukey’s post-hoc test were used
for statistical analysis of time course data or dendritic density where n indicates the number
of cells or dendritic segments. The Kolmogorov-Smirnov test was used for statistical
analysis of nearest neighbor distance distributions where n indicates the number of dendritic
spines or inhibitory synapses. All error bars are s.e.m.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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HIGHLIGHTS

• Simultaneous in vivo two-photon imaging of inhibitory synapses and dendritic
spines

• Differential distribution and kinetics of inhibitory spine and shaft synapses

• Experience differentially drives inhibitory spine and shaft synapse dynamics

• Inhibitory synapse and dendritic spine dynamics are locally clustered

Chen et al. Page 17

Neuron. Author manuscript; available in PMC 2013 April 26.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 1.
Chronic in vivo two-photon imaging of inhibitory synapses and dendritic spines in L2/3
pyramidal neurons. (A) Plasmid constructs for dual labeling of inhibitory synapses (Teal-
GPHN) and dendritic spines (eYFP) in cortical L2/3 pyramidal neurons. Cre/loxP system
was used to achieve sparse expression density. (B) Experimental time course. (C) CCD
camera image of blood vessel map with maximum z-projection (MZP) of chronically
imaged neuron (white arrow) superimposed over intrinsic signal map of monocular (yellow)
and binocular (red) primary visual cortex. (D) Low-magnification MZP of acquired two-
photon imaging volume. (E,G) High magnification view of dendritic segments (boxes in
[D]) with labeled dendritic spines (red) and Teal-GPHN puncta (green). (F,H) Examples of
dendritic spine and inhibitory synapse turnover (boxes in [E] and [G], respectively). Dual
color images (top) along with single-color Teal-GPHN (middle) and eYFP (bottom) images
are shown. Dendritic spines (squares), inhibitory shaft synapses (arrows), and inhibitory
spine synapses (triangles) are indicated with stable (white) and dynamic (yellow) synapses
or spines identified. An added inhibitory shaft synapse is shown in [F]. An added Inhibitory
spine synapse and eliminated dendritic spine is shown in [H]. Scale bars: (C), 200 μm; (D),
20 μm; (E,G), 5 μm; (F,H), 2 μm.
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Figure 2.
Teal-Gephyrin puncta correspond to inhibitory synapses. (A) In vivo image of an eYFP
(red) and Teal-Gephyrin (green) labeled dendrite. Letters indicate identified dendritic spines,
numbers indicate identified inhibitory synapses. (D) Re-identification of the same imaged
dendrite in fixed tissue after immunostaining for eYFP. (F) Serial-section electron
microscopy (SSEM) reconstruction of the in vivo imaged dendrite (in green) with identified
GABAergic synapses (in red), non-GABAergic synapses (in blue), and unidentified spine-
synapses (arrows). (D–F) High magnification view of region outlined in [C] with merged
(top-left panels), eYFP only (top-middle panels), Teal-Gephyrin only (top-right panels) in
vivo images and SSEM reconstruction (bottom panel) (G) Electron micrograph of inhibitory
shaft synapse ‘1’ in [D] identified by a GABAergic pre-synaptic terminal visualized by post-
embedding GABA immunohistochemistry with 15 nm colloidal gold particles (black circles
identify GABAergic pre-synaptic terminal) contacting eYFP-labeled dendritic shaft (DAB
staining, red arrows mark synaptic cleft). (H) Electron micrograph of doubly-innervated
dendritic spine ‘d2’ in [E] with inhibitory synapse (red arrows mark synaptic cleft) and
excitatory synapse (blue arrows mark synaptic cleft). Scale bars: (A–C), 1 μm; (D–F, top
panels), 1μm; (D–F, bottom panels), 500nm; (G,H), 100 nm.
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Figure 3.
Dendritic distribution of inhibitory shaft and spine synapses. (A) Dendritic density of
dendritic spines, inhibitory shaft synapses, and inhibitory spine synapses per cell. (B)
Density per dendrite in apical versus basal dendrites of dendritic spines (left), inhibitory
shaft synapses (middle), inhibitory spine synapses (right). (C) Dendritic density as a
function of distance from the cell soma in apical (black) and basal (red) dendrites for
dendritic spines (top panel), inhibitory shaft synapses (middle panel), and inhibitory spine
synapses (bottom panel). (D) Density of inhibitory spine (left) and inhibitory shaft (right)
synapses in proximal (0–125μm from soma) versus distal (125–200μm from soma) apical
dendrites. (E) Ratio of inhibitory spine (left) and inhibitory shaft (right) synapses to
dendritic spines in proximal (0–125μm from soma) versus distal (125–200μm from soma)
apical dendrites. (n = 14 cells from 6 animals for [A,C–E]; n = 43 apical dendrites, 40 basal
dendrites for [B]) (*P < 0.05). Error bars, s.e.m.
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Figure 4.
Inhibitory spine and shaft synapses form two kinetic classes. (A) Example of dendritic spine
and inhibitory synapse dynamics of L2/3 pyramidal neurons in binocular visual cortex
during monocular deprivation. Dual color images (left) along with single-color Teal-GPHN
(middle) and eYFP (right) images are shown. Dendritic spines (squares), inhibitory shaft
synapses (arrows), and inhibitory spine synapses (triangles) are indicated with stable (white)
and dynamic (yellow) synapses or spines identified. (B) Fraction of dynamic dendritic
spines, inhibitory shaft synapses, and inhibitory spine synapses during control conditions of
normal vision. (C) Fraction of additions or eliminations of dendritic spines (top), inhibitory
shaft synapses (middle), and inhibitory spine synapses (bottom) at 4 day intervals before and
during monocular deprivation. (D) Fraction of eliminations of inhibitory spine inhibitory
and inhibitory shaft synapses at 0–2d MD and 2–4d MD. (n = 14 cells from 6 animals) (*P <
0.05, **P < 0.01, ***P < 0.005). Error bars, s.e.m.
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Figure 5.
Inhibitory synapse and dendritic spine dynamics are spatially clustered. (A) Distribution of
dendritic segments with no dynamic events, only dynamic spines, only dynamic inhibitory
synapses, and both dynamic spines and inhibitory synapses. (B) Fraction of dynamic
inhibitory synapses with nearby dynamic spines as a function of proximal distance from
dynamic inhibitory synapse. (C) Simplified diagram of possible clustered events between
dynamic inhibitory synapses and dynamic dendritic spines. For the purpose of illustration,
only a sample of clustered events are shown, however, for quantifications in D–H all
dynamic events were scored, including inhibitory spine and shaft synapses, additions and
eliminations. ‘d’ illustrates a stable inhibitory synapse (light green arrow) and dynamic
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inhibitory synapse (dark green arrow) with neighboring dynamic spine (purple square). ‘e’
illustrates a stable spine (pink arrow) and dynamic spine (purple arrow) with neighboring
dynamic inhibitory synapse (dark green square). ‘f’ illustrates a stable spine (pink arrow)
and dynamic spine (purple arrow) with neighboring dynamic spine (purple square). ‘g’
illustrates a stable spine (light green arrow) and dynamic spine (dark green arrow) with
neighboring dynamic inhibitory synapse (dark green square). (D–G) Cumulative probability
distribution (CPD) of nearest neighbor distances comparing stable and dynamic counterparts
and their nearest dynamic spine or inhibitory synapse. Stable vs. dynamic inhibitory synapse
to nearest dynamic dendritic spine for [D]. Stable vs. dynamic dendritic spine to nearest
dynamic inhibitory synapse for [E]. Stable vs. dynamic dendritic spine to nearest dynamic
dendritic spine for [F]. Stable vs. dynamic inhibitory synapse to nearest dynamic inhibitory
synapse for [G]. (H) Comparison of clustered events (within 10 μm) between dynamic
spines and inhibitory synapses before and during MD. Frequency of events is shown on the
left panel. Fraction of dynamic inhibitory synapses participating in clustered events is shown
on the center panel. Fraction of dynamic spines participating in clustered events is shown on
the right panel. (* P < 0.05) (n = 14 cells from 6 animals for [A,H]; n = 83 dendrites for [B];
n = 2230 dendritic spines, 1211 inhibitory synapses for [D–G]). Error bars, s.e.m.

Chen et al. Page 23

Neuron. Author manuscript; available in PMC 2013 April 26.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript


