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Protein molecules have evolved to adopt distinctive and well-
defined functional and soluble states under physiological condi-
tions. In some circumstances, however, proteins can self-assemble
into fibrillar aggregates designated as amyloid fibrils. In vivo these
processes are normally associated with severe pathological condi-
tions but can sometimes have functional relevance. One such
example is the hydrophobins, whose aggregation at air–water
interfaces serves to create robust protein coats that help fungal
spores to resist wetting and thus facilitate their dispersal in the
air. We have performed multiscale simulations to address the
molecular determinants governing the formation of functional
amyloids by the class I fungal hydrophobin EAS. Extensive sam-
plings of full-atom replica-exchange molecular dynamics and
coarse-grained simulations have allowed us to identify factors
that distinguish aggregation-prone from highly soluble states of
EAS. As a result of unfavourable entropic terms, highly dynamical
regions are shown to exert a crucial influence on the propensity of
the protein to aggregate under different conditions. More gener-
ally, our findings suggest a key role that specific flexible structural
elements can play to ensure the existence of soluble and functional
states of proteins under physiological conditions.

amyloid formation ∣ protein aggregation ∣ protein dynamics

The identification of the factors that enable proteins and
macromolecules to remain functional and soluble under phy-

siological conditions is of central importance in biology (1). The
ability to avoid inappropriate protein aggregation is a distinctive
property of all functional biological macromolecules and assumes
a particularly crucial role in disfavoring aberrant processes such
as those involving protein self-assembly into highly organized
amyloid fibrils; these latter processes are associated with a range
of severe pathological conditions, including neurodegenerative
disorders such as Alzheimer’s and Parkinson diseases and a num-
ber of nonneuropathic conditions including type II diabetes
(2–4). In vivo, amyloid formation is largely pathogenic, although
in some cases it can have functional relevance, as for example in
the storage of peptide hormones in mammals (5) or the response
to nutrient depletion conditions in yeast (6). It has become ap-
parent, however, that the ability to form amyloid structures is
a common characteristic of polypeptide chains in vitro (7); this
finding begs the question of how the majority of the peptides
and proteins in a living system are able to suppress such processes
under normal circumstances.

It is well established that there are multiple strategies within
biological organisms to inhibit aberrant protein aggregation,
including the regulation of protein expression levels (8) and the
existence of quality control mechanisms to detect and degrade
misfolded conformations (9–12). The principal means for con-
trolling misfolding and aggregation are, however, intrinsic factors
that proteins have optimized throughout evolution and have
encoded in their amino-acid sequences (13) to define specific
energy barriers that prevent their solution states from adopting
aggregation-prone conformations (that we denote here as “N*”)
under normal circumstances (14). The population of N* within

the conformational ensemble of a protein state has a crucial
impact on its rate of aggregation (15) and in this context it has
been shown that negative design is an important feature of pro-
tein structures that have been specifically optimized to prevent
unwanted intermolecular association (16). One of the first exam-
ples of such a phenomenon was reported by Oliveberg and cow-
orkers, who described the effect of gatekeeper charged residues
on the aggregation propensity of proteins (17). In addition, an
elegant study by Richardson and Richardson revealed the nature
of a variety of negative design elements that minimize inter-
molecular edge-to-edge β-sheet interactions (18). The specific
structural elements identified in this study have been shown to
be highly effective in a variety of studies but are inherently re-
stricted to proteins that possess well-defined three-dimensional
structures. Because a significant fraction of eukaryotic proteins
in particular are believed to posses a partial or complete degree
of intrinsic disorder (19), the question arises whether additional
factors, for example sequence effects (13, 20), exist to prevent
dangerous and unwanted protein aggregation.

In the present work we have used multiscale simulations to
identify factors governing the aggregation process of a fungal hy-
drophobin from Neurospora crassa, designated as EAS (21–23).
We report that flexible regions of proteins can play a major role
in the avoidance of self-assembly and aggregation. In solution
EAS remains monomeric but on contact with a hydrophobic-
hydrophilic boundary, such as an air–water interface, EAS rapidly
assembles into amyloid fibrils (24) that play a functional role in
the fungal life cycle (23). In the organism, however, EAS self-
assembly must be tightly controlled and restricted to specific
conditions and appropriate locations. Because of its remarkable
properties, EAS represents an attractive system to investigate the
delicate balance governing the aggregation propensity of proteins
and to understand how even an amyloidogenic protein can re-
main soluble within the aqueous cellular environment.

Extensive samplings of full-atom replica-exchange molecular
dynamics (REMD) and Coarse-Grained (CG) simulations have
allowed us to identify the energy terms that promote the signifi-
cant solubility of EAS in the bulk solution yet trigger facile amy-
loid formation at an air–water interface. This study indicates that
a flexible region, the loop between residues 19 and 45, can exert a
crucial influence on the aggregation propensity of EAS by pre-
venting unwanted aggregation in solution and suggests a general
role that some dynamic elements play in the avoidance of protein
aggregation.
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Results
Full Atomistic Simulations of the EAS19–45 Loop in Bulk Solution and at
the Air–Water Interface. The hydrophobin EAS forms a β-barrel
structure punctuated by disordered regions, the largest of which
spans residues 19 to 45 (Fig. 1). The analysis of the hydrophobin
EAS19–45 loop in bulk water and at an air–water interface was
performed using extensive full atomic REMD simulations with
explicit representation of the peptide atoms and water molecules
(seeMaterials and Methods). All the simulations converged within
the simulation time (300 ns per replica) as assessed by a variety of
parameters (Fig. S1).

The sampling of the EAS19–45 loop in water resulted in a highly
heterogeneous ensemble of conformations. This feature is due to
the fact that in the bulk water no single conformation can shield

in an effective way all of the hydrophobic side-chains from water.
Instead, a variety of loop conformations are simultaneously
populated with comparable Boltzmann weights (Fig. 2A). This
finding is consistent with the NMR analysis of the EAS structure,
which has revealed significant disorder in the fragment ranging
from residues 19 to 45, with no long-range NOEs associated
with this region (22). Moreover, the REMD ensemble shows a
residual α-helical population at the C-terminal region of the loop
(Fig. S2). In particular, the region 36–42 adopts α-helical struc-
tures with a population of 33.8%, whereas other two regions,
spanning residues 29–34 and 20–23, have a population of 15.5%
and 12.9% of α-helix, respectively. Remarkably, despite the pos-
sibility of intrinsic biases in the force fields, the degree of residual
helical structure observed in the simulations is in good agreement

Fig. 1. Model for multiscale simulations of EAS self-assembly. (A) The hydrophobin EAS (PDB ID code 2FMC). (B) Full-atomic model of the EAS19–45 loop.
(C) Coarse-grained model of EAS. Green and silver red represent the barrel (BA) and the EAS19–45 loop (LP) moieties, respectively. (D) Full atomic model
of the EAS19–45 loop at the air–water interface (top) and in the bulk solution (bottom). (E) The interaction potential between barrels has been calculated
by means of PMF profiles performed in full atomic simulations with explicit waters. (F) Example of PMF along a specific interaction direction.
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with the estimate of the extent of secondary structure from the
measured 1Hα secondary chemical shifts (Fig. S2). The NMR
measurements were, however, carried out on the full-length
protein (22), which results in the terminal regions of the loop hav-
ing positive 1Hα secondary chemical shifts (indicative of β-sheet
conformations) because in the full-length protein this loop
connects two β-strands, S2 and S3.

We then performed a REMD conformational sampling of the
EAS19–45 loop at an air–water interface. The resulting simulations
reveal that the peptide is strongly localized at the interface region
(see distributions in Fig. S3), indicating that the EAS19–45 loop
itself has clear surfactant properties. The main characteristic
of the interface ensemble is a large reduction in the conforma-
tional heterogeneity of the loop when compared to that found
for the same region in bulk solution, a phenomenon arising from
favourable interactions that stabilize a set of principal confor-
mations under these conditions. In particular, at the interface
a specific conformational basin exists in which the loop is able
to expose efficiently the majority of the hydrophobic side chains
to air and simultaneously to solvate the majority of the hydrophi-
lic groups in water. This conformation, which also features an in-
creased population of α-helical structure relative to that observed
in the bulk solution (Fig. S4), reflects the amphipathic nature of
the air-water interface. A more detailed inspection suggests that,
despite the different content of residual structure, sequences
showing an α-helical character at the air–water interface match
the regions having a residual α-helix content in the bulk solution,
as found by NMR secondary chemical shifts and REMD sam-
pling, indicating that the air–water interface stabilizes the struc-
tured conformations of the ensemble.

The major conformational basin at the air–water interface ac-
counts for 74% of the overall number of conformations (as esti-
mated from a clustering analysis performed with a cutoff of 2 Å,
Fig. 2B). This situation is significantly different from that of the
bulk solution, in which the six most populated clusters account for
only 40% of the members of the ensemble (Fig. 2A). A quanti-
tative estimate of the reduced conformational accessibility of the
ensembles representing the protein at the interface versus those
characterizing the bulk solution is provided by the clustering
analysis of the rmsd matrix (see Fig. 3A captions for further

details). Regardless of the rmsd cutoff employed for the cluster-
ing procedure, the number of clusters sampled in solution is al-
ways very significantly higher than that sampled at the air–water
interface (Fig. 3A). Similarly, root mean square fluctuation (rmsf)

Fig. 2. Representative conformations from the REMD simulations of the
EAS19–45 loop. (A) Bulk-solution. (B) Air–water interface. The backbone trace
is shown by orange ribbons, the peptide atoms by sticks. The atomic surfaces
of the hydrophobic side chains are drawn in yellow. (A) The nine most
populated clusters of the bulk-solution ensemble, accounting for 40% of
the conformations (estimated from a cluster analysis with a cutoff of 2 Å).
(B) The main conformational cluster, accounting for 74% of the confor-
mations at the air–water interface (estimated from a cluster analysis with
a cutoff of 2 Å).

Fig. 3. General comparison between water and air-water interface simula-
tions. (A) Cluster analysis. This method clusters the structures of an ensemble
based on the pairwise rmsd matrix, in order to ensure that pairwise rmsd
values calculated among members of a cluster are lower than a given cutoff.
Accordingly, the number of clusters extracted from the ensembles is depen-
dent on the cutoff employed. This plot reports the number of clusters as a
function of the cutoff values showing that the loop conformational accessi-
bility is dramatically higher in water (blue) compared to the interface (red).
The cutoff values range from 1.6 Å to 4.0 Å with a step of 0.2 Å. (B) Rmsf
profiles of the loop at the interface (blue) and in solution (red). (C) Confor-
mational entropy difference of the loop (residues 20–45). The profile is
calculated as Ssolution-Sinterface. The entropic content of each residue of the
loop is calculated as the sum of the mainchain and sidechain terms (Fig. S5),
except for alanine and glycine residues, where the mainchain term only is
considered. The overall contribution at 300 K to the conformational free
energy is −TΔS ¼ þ7.11� 0.33 kcal∕mol.

De Simone et al. PNAS ∣ May 1, 2012 ∣ vol. 109 ∣ no. 18 ∣ 6953

BI
O
PH

YS
IC
S
A
N
D

CO
M
PU

TA
TI
O
N
A
L
BI
O
LO

G
Y

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1118048109/-/DCSupplemental/pnas.1118048109_SI.pdf?targetid=SF2
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1118048109/-/DCSupplemental/pnas.1118048109_SI.pdf?targetid=SF3
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1118048109/-/DCSupplemental/pnas.1118048109_SI.pdf?targetid=SF3
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1118048109/-/DCSupplemental/pnas.1118048109_SI.pdf?targetid=SF4
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1118048109/-/DCSupplemental/pnas.1118048109_SI.pdf?targetid=SF5
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1118048109/-/DCSupplemental/pnas.1118048109_SI.pdf?targetid=SF5


values are significantly larger in bulk solution than at the air–
water interface, indicating enhanced fluctuations of Cα atoms
when the loop is in the bulk solution (Fig. 3B).

Estimation of the Entropy Difference Between Solution and Interface
States. In order to estimate the changes in the conformational
entropy between the bulk solution and the air–water interface,
we calculated the distribution of backbone and sidechain dihedral
angles (Fig. S5 and Fig. 3C captions). The entropy difference
was then estimated for residues 20 to 44, thereby excluding
the disulfide bridged cysteine residues that generate the loop
closure (Fig. 3C). At 300 K, the overall contribution to the free
energy associated with the entropy difference between the
bulk solution and the air–water interface is estimated to be
7.11� 0.33 kcal∕mol. By assuming a total (or at least a very sig-
nificant) reduction of the conformational degrees of freedom of
the protein and the loop upon aggregation, this finding suggests
that the process of EAS self-assembly and aggregation in the
bulk solution would require an additional free energy cost of ap-
proximately 7 kcal∕mol compared to that needed at the air-water
interface.

Coarse-Grained Simulations of EAS Aggregation. In order to study
the collective behavior of a system containing a large number of
hydrophobins, we used coarse-grained (CG) simulations. The
coarse graining in this study was designed to capture the effects
of flexible loops on the aggregation behavior of proteins. There-
fore, although the simulations were specifically modeled on EAS,
our CG implementation provides general insights for protein ag-
gregation. Sixty-four coarse-grained EAS molecules were there-
fore placed in a box with dimensions of 48 × 48 × 48 nm3, and
individual MD simulations were performed at temperatures
ranging from 200 K to 400 K, with a spacing of 10 K. In addition
to simulations of the wild-type hydrophobin EAS, we also simu-
lated systems of truncated forms of the protein having a shor-
tened loop (Δ15-EAS and Δ19-EAS, with 15 and 19 residues
removed form the long loop, respectively) (21) and of the struc-
tured barrel without the long EAS19–45 loop (BA only).

To assess the level of aggregation of EAS molecules in the si-
mulations, we defined an aggregation index based on a clustering
algorithm. For each snapshot, the analysis identifies individual
clusters of protein aggregates on the basis of the distances be-
tween the centers of mass. By calculating the average number of
clusters, we quantify the aggregation propensities for the differ-
ent model systems at different temperatures. The clustering index
ranges from 1, corresponding to a single large aggregate, to 64,
corresponding to a situation in which all the protein molecules
are present as monomers; a small number of clusters therefore
corresponds to a high degree of aggregation. The convergence
of our coarse-grained simulations was assessed by following the
time evolution of the clustering in each simulation (Fig. S6A).
We performed a number of control simulations to verify that
the systems that we studied reached equilibrium within 5 μs (see
Fig. S6B). All simulation results that we report were obtained for
well-equilibrated systems. In practice, this was achieved by not
taking into account in the data analysis the first 5 μs of all simula-
tion runs.

A plot of the number of clusters as a function of temperature
resulted in a sigmoidal trend with a very high degree of aggrega-
tion at low temperatures and a low level of aggregation at high
temperatures (Fig. 4). At 300 K the average number of clusters is
48.53, indicating that most proteins occur as monomers; closer
inspection of the oligomer distribution showed that 66% of
proteins are in the monomeric state, 13% occur as dimers,
and 4% form trimers. Other oligomeric species are also formed,
with the largest detected assemblies, 22mers, having a population
of 0.0049% (Fig. S7). When the length of the EAS loop is
reduced, the inflection point of the sigmoidal curve shifts to high-

er temperatures (Fig. 4). Hence, systems with shorter loops have
a higher tendency to aggregate. This effect is maximized when we
remove the entire loop, thereby effectively simulating only the
β-barrel region of EAS, for which we observe extensive aggrega-
tion over a wide range of temperatures (Fig. 4, BA only).

Discussion
A detailed understanding of the factors allowing proteins and
other macromolecules to remain soluble in their functional
monomeric or multimeric states in the crowded environment of
the cell is of central importance in biology (25, 26). The dynamic
properties of proteins can play key roles in influencing their
propensity for self-ssembly and aggregation (14) and have consid-
erable significance in many aspects of their function (27–31).
More generally, a range of factors discriminate between aggrega-
tion-prone and aggregation-resistant states of proteins, including
charge effects, negative design elements and accessibility of
aggregation-prone sequences (7, 16). The present study indicates
that the presence of highly flexible regions may act to suppress
very significantly the tendency of proteins to aggregate. This
important conclusion results from multiscale simulations of the
self-assembly process of the EAS protein, a class I hydrophobin
that has high levels of solubility in an aqueous environment
but which readily aggregates to form functional structures with
amyloid-like characteristics at an air–water interface, where the
preferential alignment of the protein may be required (23).

Because of their remarkable properties, the hydrophobins re-
present a powerful system in which to probe the principles that
govern the balance between protein solubility and aggregation. To
attain a highly soluble state in the bulk solvent under conditions
where it is essential to avoid aggregation (e.g., in the cellular mili-
eu), many hydrophobins typically form dimers or tetramers that
are able to sequester hydrophobic protein surfaces from exposure
to solvent (23). It has been shown, however, that the hydrophobin
EAS remains largely monomeric in bulk solution (32), suggesting
that a different mechanism exists to allow this protein to avoid
aggregation under these conditions. The results of the present
study suggest that the highly dynamical and disordered loop
spanning residues 19–45 modulates the aggregation behavior of
the EAS protein by inhibiting self-assembly in the bulk solution
where aggregation must be avoided.

Extensive all-atom simulations show that the EAS19–45 loop
spontaneously undergoes a significant conformational transition

Fig. 4. Equilibrium aggregation profiles of EAS as function of temperature.
The plot reports the average number of clusters formed at equilibrium for
the different simulations of EAS aggregation. This index ranges from 1, in-
dicating a single large aggregate, to 64, indicating that the 64 copies of EAS
remain monomeric at equilibrium. The four curves refer to the full-length
EAS (EAS, continuous line), EAS truncated of 15 loop residues (Δ15, dashed
line), EAS truncated of 19 loop residues (Δ19, dashed/dotted line), the EAS
without loop (BA only, dots).
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at the air–water interface resulting in a large reduction of the con-
formational accessibility compared to that of the protein in bulk
solution. This effect can be attributed to the anisotropic environ-
ment of the interface, which stabilizes specific conformations that
have surfactant-like properties by directing hydrophobic side
chains into air and hydrophilic groups into water. In bulk water,
no such selection is present and the conformational entropy is
significantly higher than at the interface.

As a result of the significant difference in the loop dynamics
and conformational entropy, the aggregation of EAS molecules
in the bulk solvent would require an additional free energy cost of
7.11 kcal∕mol compared to the aggregation at air-water inter-
face. This energy barrier reduces very significantly the tendency
of EAS to aggregate in the bulk solution thereby generating a
highly soluble state under these conditions. It has recently been
shown that driving forces for assembly in bulk water are stronger
than in the vicinity of a hydrophobic surface (i.e., air–water inter-
face), which underlines the importance of factors that can prevent
aggregation when EAS is in the bulk solution (33). We suggest
therefore that the major role of the loop is to disfavor aggregation
in solution rather than promoting aggregation at the air–water
interface. At the air–water interface, the loop loses a significant
amount of its conformational entropy and can no longer act to
prevent aggregation. A second shorter loop between Cys 7 and
Cys 8 (22), here considered as an integral part of the folded re-
gion of the protein (barrel bead), may also contribute to this
mechanism.

In conclusion, the principles emerging from this study add to
our previous understanding of the strategies adopted by folded
proteins to maintain soluble and functional states (16–18) by in-
dicating the role of structural dynamics in modulating the pro-
pensity for protein aggregation. In particular, we suggest that
in specific cases large flexible loops in proteins may act to inhibit
aggregation as a result of their high values of conformational
entropy. It is well established that the aggregation propensity of
proteins depends on the properties and population of all the con-
formational states within the ensemble, including the N* aggre-
gation-prone species (14, 15). The present results may provide a
clear example of this concept by demonstrating that the flexibility
of the ground state of EAS (the highly soluble state in bulk solu-
tion) is remarkably different from that of the aggregation-prone
state (at the air–water interface). The role identified here to be
played by inherent dynamics suggests that a comprehensive de-
scription of the flexibility of all the accessible conformational
states must be included in the analysis of the factors influencing
the solubility and self-assembly of protein molecules. Thus, the
physical principles emerging from this study add to our under-
standing of these processes and suggest the existence of “dyna-
mical” negative design elements to maintain protein solubility.
Such elements are likely to have very general importance in bio-
logical systems in light of the fact that a large fraction of proteins
in eukaryotic organisms possess substantial amount of structural
disorder (19).

Material and Methods
Modeling the EAS Loop by Full Atom Simulations. We sampled the
conformations of the longest loop (residues 19 to 45) in EAS
by simulating the behavior of the isolated peptide EAS19–45 with
sequence CQSMSGPAGSPGLLNLIPVDLSASLGC. The initial
coordinates of the loop were extracted from the NMR structure
(Fig. 1A; PDB ID code 2FMC) (22). The disulfide bridge that is
formed between residues Cys19 and Cys45 in full-length EAS
(using the numbering of the full-length sequence) was included
as an additional restraint in order to reproduce this structural fea-
ture of the loop in the native protein (Fig. 1B).

Full-atom REMD simulations (34–37) with explicit solvent
were used to simulate the loop conformations in solution and
at an air–water interface. In the solution simulation, the peptide

was immersed in a rectangular box filled with water molecules
by applying periodic boundary conditions in the three Cartesian
directions (Fig. 1D), and the system was equilibrated with exter-
nal temperature and pressure baths. In order to simulate the pep-
tide at an air-water interface, the EAS19–45 loop was dissolved in a
water layer with a thickness of 30 Å (Fig. 1D) that was propagated
along the Cartesian x and y directions, with the z direction run-
ning perpendicular to the air–water interface. The size of the si-
mulation box in the z direction, perpendicular to the interface,
was 100 Å. These simulations were carried out by equilibrating
the system with an external temperature bath. The dimensions
of the box were maintained fixed during the sampling period
and periodic boundary conditions were applied in the three Car-
tesian directions.

REMD Procedure. The REMD methodology simulates several
copies (replicas) of the same system evolving independently at
different temperatures (34). Exchanges between neighboring re-
plicas were attempted at time intervals, tswap, of 2 ps on the basis
of the Metropolis criterion (38) Eq. 1:

Pði → jÞ ¼ min
�
1; exp

��
1

kBTi
−

1

kBTj

�
ðUi −UjÞ

��
[1]

where Pði → jÞ is the exchange probability, kB is Boltzmann’s
constant, and Ui and Uj are the potential energies of individual
configurations of the replicas at the temperatures Ti and Tj. All
runs employed 24 replicas with the following temperatures (K):
297, 300, 303, 306, 309, 312.1, 315.2, 318.3, 321.5, 324.7, 327.9,
331.2, 334.5, 337.8, 341.1, 344.4, 347.8, 351.2, 354.7, 358.2, 361.8,
365.4, 369.1, and 372.9. To ensure homogeneous exchange fre-
quencies the temperature increments, ΔTi;j, ranged from 3 K
(ΔT1;2) to 3.8 K (ΔT23;24). The smaller spacings at lower tem-
peratures were adopted to compensate for the reduced exchange
frequencies, which result from the narrowing of the potential en-
ergy distributions. For each temperature bath, the initial confor-
mation of the individual system was equilibrated for 1 ns without
attempting replica exchanges, and each simulation was carried
out for 300 ns per replica. The efficiency of REMD sampling
depends on the rate of “diffusion” in the temperature during
REMD and the choice of temperature spacings used in this study
ensured that each replica explored repeatedly the entire tempera-
ture range.

Simulations were performed with the GROMACS (39) pack-
age, using the AMBER03 (40, 41) force field with an integration
time step of 2 fs. Water molecules were modeled explicitly using
the Tip4pEW (42) solvent model. Electrostatic interactions were
evaluated using the Particle Mesh Ewald method with a grid spa-
cing of 1.2 Å. A 14 Å cutoff distance was used for van der Waals
interactions. Neutral pH was imposed by selecting the appropri-
ate protonation states of pH sensitive side chains. The net charge
of the system was neutralized by using charged Naþ and Cl− ions.
All the analyses discussed in this paper refer to the conformations
sampled at 300 K (i.e., the second temperature bath of the
REMD samplings).

Coarse-Grained (CG) Model of the EAS Self-Assembly Process. Coarse-
grained structure of EAS. To construct a coarse-grained model of
EAS, we started from the solution structure solved by NMR spec-
troscopy (22). We then constructed a simple model out of two
types of particles, loop and barrel beads (Fig. 1C). The latter
beads represent the structured region of the protein, which in
the atomistic structure assumes the topology of a β-barrel,
whereas the loop region spans residues 19 to 45. Each residue
of the loop was represented by one loop bead (LP beads) placed
at the position of the Cα atom of the residue, with mass of the
loop particles being set as the average mass of the residues in the
loop. The folded β-barrel part of the protein was treated as a
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single bead (BA beads) located at its center of mass and having a
mass equal to the total mass of this protein domain.

Interaction energies between the particles. Using atomistic simula-
tions, we computed protein-protein pair interaction energy pro-
files. To this end, we determined the reversible work needed to
pull apart two copies of the folded part of EAS (Fig. 1 E and F),
employing a series of different interface orientations. The final
interaction energy between the folded moieties of two EAS
molecules was averaged from these potential mean force (PMF)
profiles thereby generating an isotropic attraction potential. The
interactions of loop beads were purely repulsive to account for
the excluded volume of the residues. It is worth noting that the
sequence information is not included in this CG representation of
the loop.

Coarse-grained simulations were performed at different tem-
peratures ranging from 200 K to 400 K. Thermal equilibration
was performed by coupling the system to an external bath and
using the v-rescale method. Simulations were performed with
an integration time of 5 fs, extended for 15 μs (i.e., for each tem-
perature simulated) and performed at constant temperature and
volume (NVTensemble). The initial 5-μs segments of the simula-

tions were used for the thermal equilibration of the systems
whereas the final 10 μs were employed for the analyses.

Secondary Shifts from the NMR Resonance Assignments. Secondary
chemical shifts provide a sensitive probe for detecting secondary
structures by NMR. The advantage of these measurements is that
they can account for partial populations within the conforma-
tional ensembles. We calculated in this report secondary NMR
chemical shifts by subtracting the random coil reference values
from the measured chemical shifts (22). To estimate the chemical
shift values of the reference random coil state, we used the Cam-
Coil method (43), which is able to account for the effect of oxi-
dized cysteine residues, as in the case of residues Cys 19 and Cys
45 of EAS, as well as the contribution of the pH.
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