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Purpose: Dedicated breast PET/CT is expected to have utility in local staging, surgical planning,

monitoring of therapy response, and detection of residual disease for breast cancer. Quantitative

metrics will be integral to several such applications. The authors present a validation of fully 3D

data correction schemes for a custom built dedicated breast PET/CT (DbPET/CT) scanner via
18F-FDG phantom scans.

Methods: A component-based normalization was implemented, live-time was estimated with a

multicomponent model, and a variance reduced randoms estimate was computed from delayed

coincidences. Attenuation factors were calculated by using a CT based segmentation scheme while

scatter was computed using a Monte Carlo (MC) simulation method. As no performance standard

currently exists for breast PET systems, custom performance tests were created based on prior

patient imaging results. Count-rate linearity for live-time and randoms corrections was measured

with a decay experiment for a solid polyethylene cylinder phantom with an offset line source. A

MC simulation was used to validate attenuation correction, a multicompartment phantom with

asymmetric activity distribution provided an assessment of scatter correction, and image uniformity

after geometric and detector normalization was measured from a high count scan of a uniform cyl-

inder phantom. Raw data were reconstructed with filtered back projection (FBP) after Fourier rebin-

ning. To quantify performance absolute activity concentrations, contrast recovery coefficients and

image uniformity were calculated through region of interest analysis.

Results: The most significant source of error was attributed to mispositioning of events due to pile-

up, presenting in count-related axial and transaxial nonuniformities that were not corrected for with

the normalization method used here. Within the range of singles counts observed during clinical tri-

als residual error after applying all corrections was comparable to that of a commercial whole body

PET/CT system.

Conclusions: The results suggest that DbPET/CT is capable of producing quantitative images

under the operating conditions expected during patient imaging. VC 2012 American Association of
Physicists in Medicine. [http://dx.doi.org/10.1118/1.3703593]
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I. INTRODUCTION

Several experimental and clinical applications for the man-

agement of breast cancer with fluorodeoxyglucose (18F-FDG)

whole body (WB) PET rely on quantitative and semiquantita-

tive metrics. The measurement commonly employed is the

standardized uptake value (SUV), which is calculated from

regions of interest (ROIs) drawn manually on suspicious or

known lesions. Researchers have used the change in SUV

between a baseline and post-treatment scan to monitor pri-

mary therapy response1 and a fixed SUV threshold2 or a

change in SUV between two scans performed after a single

injection (dual-time-point WB PET) to detect suspicious

lesions.3 However, quantitative accuracy is significantly

reduced with WB PET when imaging lesions are small. Using

dual-time-point WB PET to detect primary breast cancer,

Imbriaco et al.4 measured a sensitivity of 88% for lesions

>10 mm versus 62% for lesions <10 mm in diameter. This

performance deficit has been attributed to partial voluming,

limited photon sensitivity, and attenuation from tissue outside

the breast, prompting researchers to develop positron emis-

sion systems that utilize higher resolution detectors placed

closer to the breast than in WB PET for the purpose of dedi-

cated breast imaging.

Clinical trials characterizing dedicated breast positron

emission scanning performance have suggested that this mo-

dality may have additional uses beyond that of WB PET,

including local staging, surgical planning, detection of resid-

ual disease, and aiding in pharmaceutical development. Breast

positron emission scanners can be divided into two categories

based on the completeness of angular sampling (/) acquired

in sinogram space. Breast PET (bPET) cameras5–9 acquire
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fully tomographic scans while positron emission mammog-

raphy (PEM) units10–12 have limited angular sampling. The

ability of PEM to detect breast cancer has been measured in

several trials12–14 with reported sensitivity and specificity

ranges of 80%–90% and 86%–100%, respectively. Patient

imaging with bPET has been examined in several studies,15–17

with lesion-based sensitivity and specificity measured at

82%–93% and 100%, respectively, in a trial of 58 female

patients with known or suspected breast cancer.16

Although standards exist for estimating quantitative accu-

racy during patient imaging with WB PET, no standard is cur-

rently available for bPET or PEM. Custom performance tests,

specific to the scanning and patient geometries employed in

dedicated positron emission scanners, have been examined.

Researchers estimated the influence of activity from outside

the field of view (FOV) on contrast recovery for PEM (Ref.

18) or lesion visibility with bPET (Ref. 19) using an anthro-

pomorphic torso phantom, uniformity, and noise at the edge

of the in-plane FOV with line source measurements for PEM

(Ref. 20) and contrast recovery as a function of cross-plane

position using spheres in a compressible saline bag for

PEM.20 Detection limits of PEM were estimated with gelatin

breast phantoms and shell-less inserts.21 The NEMA stand-

ards have been adapted for measuring breast positron emis-

sion imaging performance. Luo et al.22 used the NU 4-2008

small animal PET standard23 directly for a PEM system,

while the method for estimating noise equivalent count rates

(NECRs) and the scatter fraction in the NU 2-2001 (Ref. 24)

guideline was modified for use with a bPET scanner.25

Our group has constructed a custom dedicated breast PET/

CT scanner (DbPET/CT) and previously characterized its per-

formance in a clinical trial involving four patients.15 From this

previous trial data (seven scans total), in combination with

preliminary data assessing the utility of DbPET/CT for moni-

toring therapy response (three patients and six scans total), the

range of operating conditions for DbPET/CT during breast

imaging has been estimated (acquisition time¼ 12.5 min/

breast, range of injection activities¼ [139–477] MBq, and

uptake time¼ [73–94] min). Notably, count losses from dead-

time were significant (median percent dead-time¼ 29.6%)

and may be attributed to the large contribution of singles flux

(range of energy windowed singles¼ [413–1135] kcps) from

activity outside the FOV (OFOV) combined with the multi-

plexed detector readout of the electronics. Additionally,

results from Boone et al.26 found the 95% range of breast

diameters¼ [10.1–18.1] cm, suggesting that as in WB PET

imaging attenuation will dominate image bias. Using the oper-

ating conditions from patient imaging as a guide, we developed

custom performance measurements to validate data correction

schemes for DbPET/CT.

II. MATERIALS AND METHODS

II.A. System description

A thorough description of DbPET/CT and its basic per-

formance measurements has been reported for both the PET

(Refs. 5 and 15) and CT (Ref. 27) components. An image

of the current system is shown in Fig. 1. Briefly, the PET cam-

era has dual-planar square heads (face dimension¼ 12 cm)

each composed of 4� 4 lutetium oxyorthosilicate-based

arrays (crystal size, 3� 3� 20 mm) read out by position-

sensitive photomultiplier tubes (PS-PMTs). A resistive net-

work multiplexes the modules such that there are only four

channels (2X and 2Y) per head. PET electronics simultane-

ously acquire prompts and delayed coincidences, as shown in

Fig. 2. Of particular note are computer controlled nuclear

instrumentation module (NIM) counters, used in dead-time

correction, that estimate the rate of singles for both heads (S1c

and S2c), prompts (Pc), and delayed coincidences (Rc). A cus-

tom gantry allows for control of PET detector rotation (h)

around the center FOV (CFOV), separation distance, and ver-

tical height. The CT component is composed of a 40� 30 cm

CsI detector (1024� 768 pixels at 2� 2 binning) (PaxScan

4030CB; Varian Medical Systems), tungsten target x-ray tube

(Comet AG), and custom rotational gantry. For acquisition

PET heads rotate 180� in a step-and-shoot motion (40 steps

FIG. 1. Schematic depicting DbPET/CT. The object between the PET detec-

tors shows the approximate position of a subject’s breast during scanning.

FIG. 2. Schematic of PET electronics used for prompts

and randoms DAQ trigger generation. Starting from the

top left, four pre-amp signals from a detector head are

summed and fed into a CFD. Singles triggers (s ¼ 6 ns)

are run through coincidence logic with no offset for

prompts or delayed by 32 ns for one head for delayed

coincidence trigger generation. Computer controlled NIM

counters are used to estimate rates of singles for both

heads (Sc), prompts (Pc), and delayed coincidences (Rc).
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with 4:5� a step), while the CT acquires data continuously

over a 360� rotation.

II.B. Correction methods

II.B.1. Overview

An estimate of the relative activity (âuivjh) for a line of

response (LOR) formed by transaxial crystal element i and

ring u in detector head 1 and crystal j and ring v in detector

head 2 at detector angle h for DbPET/CT is given by

âuivjh / puivjh � r̂uivjh � ŝuivjh euievj

� �� �
� ACFuivjhDh LTheuievjXuivj

� ��1
; (1)

where puivjh is the sinogram of prompts, r̂uivjh and ŝuivjh are

estimates of the randoms and scatter sinograms, respectively,

euievj is the product of detector efficiency factors, Xuivj are

the geometric efficiency factors, ACFuivjh are the attenuation

correction (AC) factors, Dh are the interprojection decay cor-

rection terms, and LTh are the system live-time factors. An

unconventional data acquisition (DAQ) scheme for DbPET/

CT necessitated the development of custom dead-time and

randoms corrections, while the attenuation method has

largely been adapted from prior literature. The Monte Carlo

(MC) scatter estimation method developed in this study is

specific to the DbPET/CT geometry, and we propose a gen-

erally applicable algorithm to estimate optimal simulation

time based on the coefficient of variation in the experimen-

tally acquired PET data. The component based normalization

method developed here exploits the symmetries of the flat

detectors of DbPET/CT for variance reduction of geometric

efficiency factors. A detailed description of each correction

method follows.

II.B.2. Normalization

A component based method is used to compute normal-

ization factors for individual LORs. Geometric efficiencies

(Xuivj), which account for solid angle coverage and crystal

attenuation path length, are estimated with a MC simulation

using SIMSET.28 The MC model of the scanner accounts for

coherent scatter in the detectors, air gaps between crystals,

and assumes an energy resolution of 25% at 511 keV.5 A

high count simulation of a plane source is executed, with the

detector heads at a single angular position parallel to the

source, and only true coincidences (those not undergoing

scatter in the object) falling in a 350–650 keV energy win-

dow are recorded. To reduce variance in the geometric effi-

ciencies, the symmetries of the planar detector geometry are

exploited. All Xuivj with the same ring (Dr ¼ u� v) and

transaxial crystal difference (Dt ¼ i� j) are averaged result-

ing in a variance reduction factor of

NLOR ¼ Nr � Drj jð Þ Nt � Dtj jð Þ; (2)

where Nr and Nt are the number of rings and transaxial crys-

tal elements, respectively. In addition, transaxial (for i 6¼ j)
and axial (for u 6¼ v) symmetries can be applied resulting

in a total variance reduction factor of up to 4NLOR. For

the PET component of DbPET/CT, with Nr ¼ Nt ¼ 36 and

Drj j ¼ Dtj j ¼ 1, a maximum variance reduction factor of

4900 is achieved in Xuivj compared to the case where no

averaging is used. Averaging of Xuivj for LORs between

modules is permitted as inter detector dead space is mini-

mized via optical fiber bundles29 and a crystal pitch of 3.3

mm is assumed throughout the whole PET head. The product

of detector efficiencies (euievj) are estimated from a high

count experimental acquisition of a uniformly filled plane

source for the detector heads at a single angular position par-

allel to the source. Raw prompts are corrected for Xuivj, path

length through the source, and attenuation before variance

reduction using the fully 3D Casey method.30

For all experiments for which normalization was applied,

Xuivj were calculated from a simulation resulting in a var-

iance equivalent of 513� 106 recorded trues. Computation

of euievj was performed from a scan of an 18 mm thick plane

phantom (total acquisition time¼ 820 min) with a maximum

initial activity of 5.2 MBq (18F-FDG) resulting in a total of

233� 106 prompts.

II.B.3. Dead-time

Live-time (LT) for energy windowed prompts is com-

puted on a projection-by-projection basis using a multicom-

ponent model based on Ref. 31. The total system LT is

estimated as follows:

LTh ¼ LTUT S1i
h; S2i

h

� �
� LTUE S1i

h þ S2i
h

� �
� LTD Pc

h

� �
; (3)

where S1i
h and S2i

h are the incident singles rates on heads 1

and 2, respectively, Pc
h is the prompts rate recorded by the

NIM counters, and LTUT , LTUE, and LTD model dead-time

losses due to trigger induced pile-up, energy related pile-up,

and the coincidence DAQ, respectively. All rates represent

those before energy windowing and are only influenced by

the voltage trigger threshold of the constant fraction discrim-

inator (CFD). The inability of DbPET/CT electronics to ac-

quire energy information for singles before coincidence

detection has led to the use of a multicomponent model for

dead-time and pile-up count losses. Dead-time due to over-

lapping trigger pulses alone (loss of one or more counts) is

modeled by LTUT , while count losses due to both overlap-

ping trigger pulses combined with a summation of energy

greater than the upper level discriminator (ULD) (loss of

two or more counts) are accounted for by LTUE. Equations

for the individual LT components are as follows:

LTUT S1i
h; S2i

h

� �
¼ e �sS1S1i

h�sS2S2i
hð Þ; (4)

LTUE S1i
h þ S2i

h

� �
¼ e�sUE S1i

hþS2i
hð Þ; (5)

LTDðPc
hÞ ¼ ð1þ sDPc

hÞ
�1; (6)

where sS1, sS2, sUE, and sD are characteristic dead-time

coefficients.

Coefficients sS1, sS2, and sD were estimated in Ref. 5 and

are equal to 141 ns, 150 ns, and 3.51 ls, respectively. Esti-

mation of sUE was accomplished by scanning a right cylinder

phantom (OD¼ 7.5 cm, height¼ 11.1 cm) filled uniformly

with 18F-FDG (initial activity¼ 37.0 MBq) periodically over

the course of 18 half-lives. Energy windowed prompts rates
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recorded from the DAQ (Pwd
t ) as a function of acquisition

time (t) were corrected as follows:

Pwi0

t ¼
Pwd

t � R̂t

LTD Pc
t

� �
� LTUT S1i

t; S2i
t

� � ; (7)

where Pwi0
t is the rate of energy windowed trues and scatters

with all dead-time corrections except LTUE and R̂t is the rate

of the corrected randoms as estimated in Eq. (8). Incident

energy windowed prompts (Pwi
t ) were estimated by a linear

least-squares fit of Pwi0
t versus S1i

t þ S2i
t at a low activity

range. A value of 103 ns for sUE was calculated by fitting

Eq. (5) to the ratio of Pwi0
t over Pwi

t as a function of S1i
t þ S2i

t.

II.B.4. Randoms

Patient imaging results have shown that variance reduced

randoms subtraction can increase NECR by up to 75%

(average¼ 41%).15 Variance reduced randoms sinograms

(r̂uivjh) are estimated from delayed coincidences on a projec-

tion-by-projection basis with

r̂uivjh ¼
P

w;x ruiwxh
P

y;z ryzvjhP
w;x

P
y;z ryzwxh

 !
LTD Pc

h

� �
LTD Rc

h

� �
 !

DtP;h

DtR;h

� �
;

(8)

where ruivjh is the raw energy windowed delayed coinciden-

ces, Rc
h is the randoms rate recorded by the delayed coinci-

dence NIM counter, and DtP;h and DtR;h are the acquisition

times for a step recorded by the prompts and randoms DAQ,

respectively. The first term on the right-hand side of Eq. (8)

performs variance reduction on delayed coincidences using

the fully 3D implementation of the Casey and Hoffman

method.30 The amount of variance reduction is related to the

number of LOR summed over. For the results presented

here, the limits were set to include all crystals in both detec-

tor heads. In Eq. (8), two correction terms are used to

account for the differences caused by acquiring prompts and

randoms on separate DAQ boards (see Fig. 2). The middle

term on the right-hand side of Eq. (8) adjusts the recorded

randoms to exhibit the same dead-time as the prompts, while

the last ratio accounts for the slight variations between the

user specified and recorded (DtP;h and DtR;h) acquisition

times for each DAQ board.

II.B.5. Attenuation

Attenuation correction factors (ACFs) are calculated with

a CT based segmentation method based on Ref. 32. Figure 3

shows the process for ACF estimation using a patient

data set. CT images are segmented with an intensity based

method into air and tissue compartments, with tissue

assigned a uniform linear attenuation coefficient (l511 keV).

Segmentation intensity thresholds were specified by the user

in this study. To match the average resolution of the PET

image, the segmented CT image volume is convolved with a

3D Gaussian blurring kernel (643 voxels) with full width at

half maximum (FWHM) set to 3.3 mm.5 Blurred images are

registered and downsampled to PET with an a priori com-

puted affine transform and trilinear interpolation.15 As the

CT transaxial FOV (20 cm) is significantly greater than that

of the PET (12 cm), registered images are padded to match

the X-Y (transaxial plane) dimensions of the CT, minimizing

potential artifacts from breast tissue outside the PET FOV.

ACFs are computed by forward projecting the segmented

images into PET sinogram space with an implementation of

the Siddon algorithm.33

II.B.6. Scatter

Scatter (ŝuivjh) is estimated in full 3D using the MC simu-

lation software SIMSET (Ref. 28) (see Sec. II.B.2 for a descrip-

tion of the simulation model). Figure 4 shows a schematic of

the complete scatter estimation method. For the MC portion

of the scatter algorithm, the attenuation map is estimated

from the segmented CT image as in Sec. II.B.5. MC correc-

tion methods are inherently more computationally expensive

compared to analytic, dual-energy, convolution, or tail fitting

approaches and as such suffer from a computation time ver-

sus noise trade-off. Optimally, simulation time, or total num-

ber of decays, should be adjusted on an acquisition-by-

acquisition basis such that the noise of the scatter estimate is

significantly less than the noise of the experimental scatter

data. We propose the following equation for estimating the

number of decays (Df ) to simulate based on the coefficient

of variation (CoV) of the experimental sinogram:

Df ¼ DiSF
CoVŝMCi

f � CoVp�r̂

� �2

; (9)

FIG. 3. CT based ACF estimation for a patient image set. (a) The original CT image, (b) the segmentation of (a) to a uniform linear attenuation value and reso-

lution matched to the PET, (c) the registration of (b) to the PET reference frame, and (d) the forward projection of (c) into sinogram space. The line in (c)

denotes the approximate coronal slice for which the sinogram in (d) corresponds.
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where Di is the number of decays used in a short simulation

(see Fig. 4), CoVŝMCi is the CoV for the scatter sinogram of

the short simulation, CoVp�r̂ is the CoV for the experimental

trues and scatters, SF is the scatter fraction for the acquisi-

tion as estimated from the short simulation, and f is a param-

eter that determines the reduction in CoV for the scatter

estimate with respect to the experimental data. The CoV esti-

mates represent the average value over all h for all LORs

passing through the object as determined through the ACF.

The MC scatter estimation can be run iteratively producing a

progressively more accurate scatter estimate as a function of

the iteration number. At the end of each iteration, ŝuivjh is

computed by radially blurring the MC scatter sinogram

(sMC
uivjh) with a user specified Gaussian kernel and scaling the

result to match the experimental data as follows:

ŝuivjh ¼
P

puivjh � r̂uivjh
� �

LTheuievj

� ��1

P
tMC
uivjh þ sMC

uivjh

� 	 ŝMC
uivjh; (10)

where ŝMC
uivjh is the radially blurred MC scatter, tMC

uivjh is the MC

trues, puivjh is the experimental prompts sinograms, and the

summations are over the complete sinogram space. The

argument of the summation in the numerator of Eq. (10) is

equal to the inverse of CoV2
p�r̂ in Eq. (9). To reduce compu-

tation time, the code has been written such that multiple MC

simulations can be run in parallel.

II.C. Validation experiments

II.C.1. General acquisition and data processing

All data were acquired, or simulated, with a detector

separation distance (crystal face-to-face) of 26.3 cm, which

has been found to be the minimal distance allowing for PET

detector rotational clearance when the patient is positioned

to maximize CT breast and chest wall coverage.15 PET

prompts and delayed list-mode data were subjected to a

350–650 keV energy window (crystal-by-crystal basis). For

reconstruction 2D filtered back projection was used after

Fourier rebinning (FORE),34 with a maximum ring differ-

ence of 35, and radial frequency (wlim), angular frequency

(klim), and ring difference (dlim) limits all equal to 5. All cor-

rection and measurement code was written in C/Cþþ and

MATLABVR (The MathWorks, Inc.).

II.C.2. Dead-time and randoms

Count-rate linearity, after correcting for dead-time and ran-

doms, was assessed with a solid high density polyethylene

(HDPE) right cylinder (OD¼ 10.2 cm) with offset line

source, as shown in Fig. 5(a). The phantom was filled with
18F-FDG and scanned by PET with 20 min acquisitions (25

min duty cycle) for 10 half-lives (initial activity¼ 18.5 MBq).

As only the open energy windowed singles rates are recorded

(S1c and S2c) and used for correction in Eqs. (5) and (4), LTUE

FIG. 4. Schematic of the MC scatter estimation. Key: t¼ trues sinogram, s¼ scatters sinogram, r¼ randoms sinogram, AT¼ attenuation, Iter.¼ iteration

number.

FIG. 5. Phantoms used for the assessment of dead-time

and randoms correction accuracy. (a) HDPE right cyl-

inder with line source offset 3.8 cm from the center

alone or (b) combined with a uniform filled cylinder

(outer diameter¼ 7.5 cm, height¼ 11.1 cm) placed out-

side the FOV. The position of the phantoms with

respect to the detector heads is visible in (b).
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factors may have reduced accuracy if the energy distribution

of singles around the ULD varies for a given value of

S1c þ S2c (e.g., through a significantly different source distri-

bution than used for sUE estimation). This potential inaccur-

acy was tested by imaging the HDPE cylinder as positioned

previously with a uniformly filled jar placed OFOV (total ini-

tial activity¼ 37.0 MBq) (ratio of activity¼ 1:1) as shown in

Fig. 5(b). Images were reconstructed with data sets uncor-

rected or corrected for combinations of dead-time and ran-

doms, and residual error between incident and corrected

counts was calculated based on Ref. 24.

II.C.3. Attenuation

Accuracy of the CT based attenuation correction method

was calculated with a MC simulation of DbPET/CT using

SIMSET. The scanner simulation model was the same as that

used for normalization (see Sec. II.B.2). High count acquisi-

tions were simulated for a right cylinder phantom with an ac-

tivity map consisting of uniform background (B), hot (H),

and cold (C) rod compartments and attenuation map of

solely air or uniform water filled background. Figure 6(a)

depicts a schematic of the simulated activity distribution.

Concentration ratios were set at 4.8:1:0 for H:B:C. ACF

estimation was performed with the voxelized water filled

attenuation map as input and only true events (those not

undergoing Compton scatter in the phantom) reconstructed.

To compare reconstructed images of the air (ground truth)

and water filled phantoms, profiles were drawn and ROI

analysis performed on the rods and background.

II.C.4. Scatter

The accuracy of the scatter and attenuation corrections

was assessed using a water filled cylindrical acrylic phantom

containing hot rod (H), cold rod (C), and background com-

partments (B). Figures 6(b) and 6(c) depict the custom made

scatter phantom which was based on Ref. 35 and allows for

an asymmetric distribution of activity both transaxially and

axially. The scatter phantom was filled with 11.1 MBq of
18F-FDG, offset transaxially by 1 cm, and scanned by PET

with 20 min acquisitions (25 min duty cycle) for five half-

lives and by CT (tube voltage¼ 80 kVp, tube current¼ 7.0

mA). The activity concentration ratios were set as follows

H:B:C¼ 5:1:0. The background compartment (B) was par-

tially filled (total filled height of B¼ 12 cm) and the phan-

tom inverted such that all activity was within the FOV of the

scanner. CT images were segmented into regions with linear

attenuation coefficients of air, water, and acrylic and ACF

calculated as in Sec. II.B.5. Scatter correction was performed

for a total of three iterations on sinograms summed over all

acquisitions. For a qualitative assessment of scatter correc-

tion accuracy, profiles were drawn through the rods and

background of images reconstructed with or without scatter

correction as well as the scatter estimate itself. Bias after

scatter correction was estimated by drawing ROIs on the

rods and background of reconstructed images and calculating

contrast recovery coefficients (CRCs) for the cold (CRCcold)

and hot (CRChot) rods as follows:

CRCcold ¼ 1� CC

CB
; (11)

CRChot ¼
CH=CB � 1ð Þ

R� 1
; (12)

where CC, CH, and CB are values for the cold, hot rod, and

background ROIs, respectively, and R is the expected activ-

ity concentration ratio between the hot rod and background

compartments.

II.C.5. Image uniformity

Quantification of artifacts induced by normalization and

image uniformity after all corrections was performed with a

high count scan of a fillable right cylinder phantom, as

shown in Fig. 5(b). The phantom was centered axially and

offset 1.5 cm transaxially in the FOV and scanned by PET

with 20 min acquisitions (25 min duty cycle) for a total ac-

quisition time of 20 h. The phantom was filled with a total of

13 injection doses during the 20 h acquisition time, to maxi-

mize recorded counts, with the range of activity in the phan-

tom (3.0–11.8 MBq) during imaging chosen such that global

singles rates summed for both heads were within the limits

observed during patient imaging (see Sec. I).

In order to compare image uniformity between DbPET/

CT and a commercial WB PET scanner, a right cylinder

FIG. 6. Phantoms used for attenuation validation and

assessment of accuracy for scatter correction. (a) Sche-

matic of digital phantom used in attenuation validation,

with hot (H), background (B), and cold (C) compart-

ments. (b) Photograph and (c) schematic of fillable

acrylic phantom used for assessing scatter correction ac-

curacy. Key: OD¼ outer diameter, ID¼ inner diameter.
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phantom (OD¼ 21 cm, height¼ 17 cm) was scanned with a

GE Discovery ST PET/CT (GE Medical Systems, Milwau-

kee, WI). The phantom was filled with 143 MBq of
18F-FDG, centered axially and offset 2.8 cm transaxially in

the FOV, and imaged for a total of 12 h. All data corrections

were applied and the images were binned with FORE and

reconstructed with FBP using the manufactures software.

As the DbPET/CT electronics are not capable of PMT

signal baseline restoration, crystal positions in detector flood

histograms have been shown to change significantly due to

baseline variations, mainly as a function of time. Due to the

relatively long time scale of the image uniformity data ac-

quisition, in comparison with the other validation experi-

ments, we predicted that time based baseline changes would

produce artifacts in the reconstructed images if not corrected

for. Postprocessing baseline restoration was implemented by

generating separate crystal lookup tables for flood histo-

grams created from 3 h prompt frames. Each individual

prompt list-mode frame was then processed with its corre-

sponding crystal lookup table to produce framed sinograms,

and a single merged sinogram from all frames was generated

and processed as described elsewhere.5

Transaxial and axial image uniformities were qualita-

tively assessed by drawing profiles through the reconstructed

images. A quantitative analysis of uniformity was performed

by drawing concentric semiannular ROIs with center of rota-

tion set at the center of the PET FOV. The angular position

and central angle subtended by each semiannular ROI were

adjusted such that ROIs were entirely within the phantom, as

determined by a larger circular ROI centered transaxially on

the phantom.

II.C.6. Image quality

The accuracy of all corrections combined, for a range of

structure sizes, was assessed with a phantom based on that

used in the NEMA NU 2-2001 standards image quality

exam.24 The phantom consisted of an insert containing fillable

spheres with a range of internal diameters (4.0–29.0 mm)

placed in a fillable right cylinder [see Fig. 5(b)]. Figure 7

shows a photograph of the sphere insert. The phantom was

filled with 8.0 MBq of 18F-FDG, placed at the transaxial

CFOV, and scanned by PET with 20 min acquisitions for two

half-lives. The activity concentration ratio was set to 8:1

between the spheres and background for all spheres except

that with the largest internal diameter (ID), which was set to

0:1. Image accuracy was estimated by placing ROIs on the

spheres and background compartments and calculating

CRCcold and CRChot using Eqs. (11) and (12), respectively.

III. RESULTS

III.A. Dead-time and randoms

Incident event rates, as a function of singles, were esti-

mated on a slice-by-slice basis from linear fits of values

from ROIs (diameter¼ 9.6 cm) drawn on a total of 61 trans-

axial slices. Images were corrected for both randoms and

combinations of the live-time models in Sec. II.B.3 and

linear fitting was done over six sequential acquisitions with

singles rates (averaged over detector heads and acquisitions)

greater than or equal to minimum observed during patient

imaging (see Sec. I). Figure 8(a) compares the incident event

coincidences (linear fit), averaged over all image slices, with

corrected or uncorrected data as a function of singles. Data

without randoms or dead-time corrections greatly underesti-

mated incident count rates compared with corrected images.

Figure 8(b) assesses the contribution of the individual com-

ponents in the LT model in Eq. (3) to the residual error as a

function of singles. When no LTUE correction was applied

(corrected w/o LTUE), a maximum residual error of �21.0%

was recorded at a singles rate (457 kcps) approaching the

maximum observed during patient imaging, compared with a

value of �11.1% at the same singles rate for the case of full

LT correction (corrected). The accuracy of the LT model for

different activity distributions is also examined in Fig. 8(b).

Including activity OFOV (corrected w/ OFOV Act.) was

found to not increase residual error over the case of activity

in the FOV alone (corrected). Regardless of the LT correc-

tion employed, or the activity distribution used, the range of

residual error values increased as a function of singles rates

due largely to the negative bias of ROIs, with respect to the

incident count rates, for transaxial slices at both extremes of

the axial FOV. Table I compares root mean square error

(RMSE) averaged over singles observed during patient

imaging. A maximum RMSE of 4.8% was measured for data

fully corrected for dead-time and randoms versus 27.7% for

data with no corrections.

III.B. Attenuation validation

Figure 9 shows the performance analysis of the calculated

AC method. Images were reconstructed from simulation data

with a variance equivalent of 203� 106 recorded trues. Line

FIG. 7. Photo of the fillable sphere insert used in the image quality assess-

ment (see Sec. II.C.6).
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profiles were generated by averaging voxel intensities from

ROIs (thickness¼ 3.4 mm, axial depth¼ 51 slices) drawn

through background and cylinder compartments. Profiles for

images with AC (w/ AC) agree well with those taken from

reconstructed images of simulations using an attenuation

map solely of air (true), as shown in Figs. 9(b) and 9(c).

Figure 9(d) shows that the difference between the true and

AC images for line profiles of the background segment was

a maximum of �3.2% at the edge of the transaxial extent of

the phantom, with RMSE over the complete extent of the

phantom measured at 1.3%. Table II shows the activity con-

centration calculated from 10 mm diameter ROIs drawn on a

total of 51 transaxial slices for AC and true images for the

hot rod, cold rod, and background regions. The difference

between AC and true ROI mean values was less than 4% of

the background for all compartments.

III.C. Scatter

Figure 10 shows the performance of the MC based scatter

correction on high count data (total prompts¼ 174� 106)

acquired from a phantom with asymmetric activity distribu-

tion. For the scatter correction, radial blurring of the scatter

sinogram was performed with a Gaussian with FWHM¼ 22.9

mm, and the desired CoV of the blurred scatter sinogram

with respect to the experimental data (f) set to 0.25 [see Eq.

(9)]. Figure 10(a) shows 1.7 mm thick line profiles drawn

through the center of hot and cold rod compartments for data

corrected or uncorrected for scatter, and the MC scatter esti-

mate itself (ŝuivjh). Agreement between ŝuivjh and the cold

regions of the phantom for the image without scatter correc-

tion is excellent. A qualitative decrease in cold rod compart-

ment residue is visible in reconstructed transaxial images, as

shown in Figs. 10(b) and 10(c).

Table III lists the cold (CRCcold) and hot (CRChot) CRC

values for images with or without scatter correction and as a

function of the scatter estimate iteration number. Values were

estimated from 3.4 mm diameter ROIs, with 1 each on the

cold and hot rod compartments and 6 arranged on the back-

ground, over a total of 30 transaxial slices. Scatter correction

significantly improved both CRCcold and CRChot, although re-

sidual error was larger for the hot rod compartment. Contrast

recovery was optimal after a total of two iterations for the scat-

ter estimate, although not significantly compared to results af-

ter one iteration. Figure 11 shows CRCcold as a function of

transaxial slice number. Values were estimated as in Table III,

but the number of transaxial slices examined was extended to

cover the complete cold rod compartment. Average CRCcold

across this extended axial FOV was 95:264:8%, with reduced

contrast closer to the boundary separating the cold rod and uni-

formly filled compartments.

III.D. Image uniformity

Reconstructed images for a high count acquisition of a

uniformly filled phantom acquired both on DbPET/CT and

on a commercial WB PET/CT are shown in Fig. 12. After all

corrections were applied a low frequency, low magnitude,

concentric ring and cold spot artifact, with center at the

CFOV, were visible. Qualitatively, application of postpro-

cessing baseline restoration dramatically reduced the magni-

tude of image artifacts [compare Figs. 12(a) and 12(b)].

FIG. 8. Accuracy of dead-time and randoms corrections. (a) Trues and scat-

ters versus estimate of average energy windowed singles for incident rates

(Linear Fit), data fully corrected for dead-time and randoms (Corrected),

and data without any corrections (Uncorrected). (b) Residual error between

incident and fully corrected prompts ROIs for activity inside the FOV alone

(corrected) or with additional activity OFOV (corrected w/ OFOV Act.), or

with activity inside the FOV alone and all corrections except LTUE (w/o

LTUE correction). Vertical lines indicate approximate range of singles

observed during patient imaging, and error bars show min and max differen-

ces across the axial FOV.

TABLE I. Mean (over all axial slices) and max RMSE (%) residual error

measured after combinations of dead-time and randoms corrections.

Metric Uncorrecteda Corrected

Corrected

w/ OFOV Act.

Corrected

w/o LTUE
b

Mean 24.9 1.4 1.1 5.4

Max 27.7 4.8 3.6 9.6

aNo data corrections.
bAll corrections for randoms and dead-time except for energy related pile-up.
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To quantify the magnitude of the ring artifact on transax-

ial and axial uniformities, concentric semiannular ROIs

(DbPET/CT: total of 24 rings with thickness¼ 1.7 mm; WB

PET/CT: total of 33 rings with thickness¼ 3.12 mm), cen-

tered at the CFOV, were drawn on transaxial images. Figure

13(a) shows that ROI bias, with respect to the volume mean,

was the greatest absolute magnitude (13.3%) closest to the

CFOV for DbPET/CT (compared to �5.5% just off the

CFOV for WB PET/CT). Minimum (most negative) RMSE

across the transaxial FOV was 5.8% for DbPET/CT with all

corrections compared with 2.6% for WB PET/CT. The

change in the annular ROI values as a function of transaxial

slice number is depicted in Fig. 13(b). The difference in the

ROI at the CFOV with respect to the volume mean was

found to increase at larger transaxial slice numbers. Mini-

mum RMSE across all transaxial slices was 9.9% and 7.0%

for DbPET/CT without or with, respectively, application of

postprocessing baseline restoration (compared to 4.0% for

WB PET/CT). A further analysis of the ring artifacts was

performed by drawing 3.4 mm thick line profiles vertically

through the transaxial CFOV at several transaxial slice posi-

tions for DbPET/CT, as shown in Fig. 14. Consistent with

the annular ROI results in Fig. 13(b), the cold spot artifact at

FIG. 9. Accuracy of attenuation correction as determined through MC simulations. (a) Transaxial reconstructed image of the activity distribution with an all

air attenuation map (true) depicting position of line profiles and circular ROIs. Comparison of transaxial line profiles drawn through the (b) background and

the (c) hot and cold cylinders of the phantom. (d) Percent difference of background profiles between the true and AC images. Vertical gray lines on (b)–(d) rep-

resent the transaxial extent of the phantom.

TABLE II. ROI measurements of activity concentration (counts/ml)

(mean 6 intertransaxial slice r) from true and attenuation corrected (AC)

cylinder phantom images.

Method Hot rod Cold rod Background

True (air l-map) 33:3060:37 �0:1360:15 6:8260:04

w/ AC 33:5360:36 �0:1460:16 6:8760:06
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the CFOV increases with respect to the volume mean at sev-

eral higher transaxial slice numbers.

III.E. Image quality

Contrast recovery coefficients were calculated for the qual-

ity phantom by drawing ROIs on each sphere (ROI

diameter¼ sphere ID) for a transaxial slice passing through all

the spheres. Five 5 mm diameter ROIs were placed on the

background compartment for each 62 transaxial slices around

the sphere centered slice (total of 25 background ROIs). Pa-

rameters for the scatter correction were the same as those in

Sec. III.C. Table IV lists CRCs for the quality phantom for

several combinations of corrections. The results are from

images corrected for scatter with a scatter estimate calculated

after three iterations. After all corrections CRCcold and CRChot

for the 29 and 22 mm ID spheres, respectively, were compara-

ble to the measurements from the scatter validation (see Table

III). CRChot values were found to be proportional to sphere

ID, which may likely be attributed to partial voluming. Figure

15 shows a transaxial image of the quality phantom with all

corrections applied.

IV. DISCUSSION

The performance of multicomponent LT and variance

reduced randoms corrections was assessed as a function of

singles rates and source distributions. RMSE measured over

singles rates observed during patient imaging was found to

not increase with the addition of activity placed OFOV

(Table I). This finding suggests that the relationship between

counter based singles rates (S1c and S2c) and energy related

pile-up losses, as estimated by LTUE, is not sensitive to the

source distribution. The range of residual errors over the

axial length of the phantom were found to increase signifi-

cantly as a function of the singles rate [Fig. 8(b)], due largely

to the negative bias of ROI values, with respect to the inci-

dent count rates, at the axial extremes of the FOV. Pile-up

effects have been shown to preferentially misposition events

toward the center of the detector block in a count-rate de-

pendent manner.36 The multiplexed large area detector read-

out used in DbPET/CT, in combination with acquisition

electronics that lack pile-up prevention circuitry, makes this

system particularly susceptible to such pile-up effects.

Several factors motivated us to use a segmentation based

calculated attenuation correction method, as opposed to an

approach that scales Hounsfield units (HU) directly to

l511 keV,37 for the current implementation of DbPET/CT. For

CT images, an intrasubject bias of �50 HU has been meas-

ured, which could propagate into significantly reduced PET

SUV accuracy if the scaling approach were employed. Fur-

thermore, scaling methods have been shown to have reduced

accuracy when using contrast-enhanced CT, and preliminary

results suggest that breast CT with contrast-enhancement

may offer superior detection of smaller in situ lesions

compared to breast CT without contrast and may offer equiv-

alent diagnostic information to contrast-enhanced MRI.27,38

Although inaccuracies due to contrast in ACF estimation

with the scaling approach have been shown to be significant

only for thoracic imaging with WB PET/CT,39 a similar

FIG. 10. Scatter correction performance for experimental scans of a phantom

with asymmetric activity. (a) Comparison of transaxial line profiles drawn

through the cold and hot cylinders for reconstructed images with (w/ SC) or

without (w/o SC) scatter correction, and the MC scatter estimate itself (MC

S) after two iterations of scatter estimation. (b) Reconstructed transaxial

images without scatter correction and (c) with scatter correction, with dis-

play window upper limit¼ 35% of maximum. Profiles and images were

averaged over 30 transaxial slices.

TABLE III. CRCs (%) (mean 6 intertransaxial slice r) for images of an

asymmetric activity distribution with or without scatter correction.

Method CRCcold CRChot

w/o SC 76:262:9 72:162:8

w/ SC, iteration 1 97:363:0 90:462:7

w/ SC, iteration 2 98:363:2 91:762:9

w/ SC, iteration 3 97:162:9 90:562:7

FIG. 11. Mean CRCcold as a function of transaxial slice number taken over

the entire length of the cold compartment for a phantom containing asym-

metric activity distribution. Results are for images reconstructed with all

corrections excluding (w/o SC) or including (w/ SC) scatter correction. The

60th transaxial slice represents the approximate edge of the cold rod com-

partment and the warm background.
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FIG. 12. Transaxial images of a uniformly filled phan-

tom from a high count scan on DbPET/CT and the GE

Discovery ST. All images were corrected for LT,

attenuation, randoms, scatter, and normalization. (a)

Images without and (b) with postprocessing baseline

restoration and (c) acquired from a WB PET/CT scan-

ner. Top row: gray scale windowing set to the full

dynamic range. Bottom row: gray scale minimum set to

70% the image maximum. DbPET/CT and GE Discov-

ery ST images are an average of 41 and 27 transaxial

slices, respectively (same fractional axial FOV).

FIG. 13. Assessment of image uniformity after all corrections for a uniformly filled phantom on DbPET/CT (top row) and the GE Discovery ST. (a) Difference

of mean annular ROI values, with respect to the volume mean, taken across the transaxial FOV. Min and max were computed from mean ROI values at a given

radius across all images slices, and the CFOV is at an annular radius¼ 0. (b) Mean of all voxels covered by annular ROIs on a slice-by-slice basis. Min and

max were calculated from mean annular ROI values across the transaxial image plane for a given transaxial slice.
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study has yet to be done with the very different operating

conditions of DbPET/CT. For WB PET imaging, the seg-

mentation approach has been shown to produce bias in

reconstructed PET images for regions of the body where tis-

sue density gradually changes (e.g., in the lungs); however

for bPET scanning, this may not be a severe limitation as

breast tissue has significantly greater homogeneity in linear

attenuation coefficients compared to the problematic regions

encountered in typical WB exams.

A limitation when using the CT for attenuation correc-

tion, regardless of the method, is the potential spatial mis-

match between PET and CT images. Accuracy of ACF

estimation has been shown to be most sensitive to inaccurate

registration between emission and attenuation maps.40 For a

clinical trial of four patients with DbPET/CT, in which no

immobilization of the breast was used, one set of PET

images was not interpretable due to misregistration between

the PET and CT.15 Segmenting the reconstructed PET vol-

ume instead of the CT implicitly reduces this problem; how-

ever, mild compression of the breast is another potential

solution and we plan on implementing an immobilization

scheme comparable to that used in breast MRI.41 Further-

more, it is expected that the larger transaxial FOV (20 versus

12 cm) and the significantly higher SNR of images from the

CT compared with the PET will allow for more accurate seg-

mentation of the breast volume.

Performance of a MC based scatter correction method

was explored for data acquired from a phantom with rods

containing asymmetric activity distribution and a sphere

phantom. Mean residual error after three iterations was

<10% for both CRCcold and CRChot for the rod phantom

(see Table III), and for CRChot for the largest hot sphere of

the quality phantom (see Table IV). Studies using an alterna-

tive MC implementation42 and a single-scatter simulation

(SSS) approach43 with similar phantoms have measured

comparable residual error. The scatter estimation code used

here has not been fully optimized for computation time.

Using the CoV scaling approach (see Sec. II.B.6) with

f¼ 0.1, for a 12.5 min patient breast scan, time per iteration

on a cluster with 2.7 GHz CoreTM 2 Duo Processors (Intel

Corporation) was �11 min, with <1 min of overhead to con-

dition data before iterating. We have used importance sam-

pling techniques44 to improve MC simulation efficiency,

although we expect computation time to be further reduced

with coarser attenuation map sampling and parallelization of

acquisitions in the simulation environment itself.

Although we chose a MC implementation, the optimal

scatter correction for bPET imaging requires further study.

The large fraction of the PET FOV occupied by the breast

might significantly limit the accuracy of tail fitting

approaches45 and the performance of dual energy window

methods35 could be reduced by the relatively low energy re-

solution (25%) of DbPET/CT and the large range of breast

dimensions.15 A convolution-subtraction method has been

tested for a bPET scanner, showing minimal residual bias for

a phantom analysis.25 A known limitation of MC and SSS

methods is an inability to account for activity from OFOV

that is not directly imaged by both PET and CT. The scanner

and prone patient positioning geometry used in DbPET/CT

FIG. 14. Comparison of transaxial line profiles drawn through reconstructed

images of a uniform cylinder after all corrections. Profiles shown include an

average taken over 41 slices (Mean) and at two different transaxial slice

numbers. The transaxial CFOV is at a profile location of 0. Slice numbers

correspond to those in Fig. 13(b).

TABLE IV. CRCs (%) for the quality phantom after various corrections.

CRCcold was calculated for the cold sphere with ID¼ 29 mm, while CRChot

was calculated for all remaining spheres. Corrections are cumulative de-

scending a column.

Sphere ID (mm)

Corrections 29.0 22.0 13.0 7.9 6.2 5.0 4.0

None 82.6 51.5 30.5 24.1 14.1 9.3 2.3

Randoms 84.3 53.3 31.1 23.4 14.4 9.4 1.5

Attenuation 42.2 63.0 40.0 32.4 21.5 13.4 6.3

Scatter 89.2 91.2 55.9 43.1 27.0 17.4 6.9

Geometric norm 86.1 93.3 57.0 44.3 28.7 17.7 7.4

Crystal efficiency norm 86.8 96.9 58.8 46.0 28.6 17.7 7.4

FIG. 15. Reconstructed transaxial quality phantom image with display win-

dow upper limit¼ 80% of the slice maximum and all corrections applied.
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inherently limits the ability to acquire emission measurements

for tissue outside of the breast, and OFOV activity was not

accounted for in this MC implementation. Simulation studies

for a bPET system with improved chest wall coverage, lower

average energy resolution, and higher photon sensitivity than

DbPET/CT, however, revealed that the contribution to the

total SF from OFOV activity is expected to be negligible.46

Several artifacts were evident in images of a uniform cyl-

inder even after application of all corrections. Most visible

was a low magnitude concentric ring pattern (Fig. 12), which

has been noted previously in other PET scanners.47,48 For a

rotating dual-head PET system, Conti et al.49 found this type

of artifact to be significantly reduced in both the transaxial

and axial directions by using count-rate-matched normaliza-

tion coefficients. Average singles rates for the phantom scans

used in detector efficiency calculation and estimation of

image uniformity were 92 and 285 kcps, respectively, indi-

cating that limited count-rate-matching may have been a

degrading factor. The mispositioning of events due to pile-

up was suspected in the axial direction for the performance

assessment of dead-time and randoms corrections and may

explain the rate-dependent change in transaxial detector effi-

ciency factors (euievj) observed here. A cold spot at the trans-

axial CFOV was also observed, which was significantly

greater than the magnitude of a similar cold region artifact

observed in a GE Discovery ST. The MC estimated geomet-

ric efficiency factors (Xuivj) used here were not corrected

with experimental measurements for potential systematic

differences with actual Xuivj factors, as in Ref. 50, potentially

contributing to this artifact. Additionally, the cold spot may

have been induced by time dependent changes in the posi-

tioning of individual events on the flood histogram, due to

PMT signal baseline variations, that were not entirely cor-

rected for by our postprocessing baseline restoration method.

We do note, however, that RMSE measured across the axial

and transaxial FOVs was only 3% greater, in both instances,

with DbPET/CT than a commercial WB PET/CT.

The primary purpose of this study was to develop per-

formance measurements, based on patient exams, to validate

data correction schemes for DbPET/CT; however, these cus-

tom measurements could be used to guide the development

of standard testing methods for bPET systems. Prior stud-

ies20,22 have argued that the NEMA NU 4-2008 small ani-

mal23 and NU 2-2001 WB (Ref. 24) PET standards are not

entirely applicable to bPET or PEM systems due largely to

the use of phantoms with dimensions significantly different

than those of the female breast and lack of accounting for

OFOV activity. For instance, assessing corrections for count

losses and randoms with NU 4-2008 and the right cylinder

rat phantom (D¼ 5 cm), without modeling OFOV activity,

may lead to an underestimation of both randoms and dead-

time correction bias at a given injection activity (as esti-

mated from activity in the phantom) as compared to condi-

tions during patient scanning. This same phantom is used for

SF estimation and as such may underestimate the contribu-

tion of scatter as well due to its significantly smaller diame-

ter than the lower limit of general population pendant breast

measurements (D¼ 10.1 cm). The custom test we used for

estimating bias after randoms and dead-time corrections (see

Sec. II.C.2) modeled OFOV activity by acquiring data at the

range of singles observed during patient imaging (which

could be used to match correction bias at a given patient

injection activity51), and although the phantom for this anal-

ysis was not used to compute SF, its diameter was within the

range of female pendant breast measurements (D¼ 10.2 cm)

and would likely provide a more realistic estimation of con-

tribution from scatter than the NU 4-2008 rat phantom.

V. CONCLUSIONS

We have estimated the performance of data correction

schemes for DbPET/CT with custom phantoms and methods

based on patient imaging results. Spatial mispositioning of

events due to pile-up was suspected of inducing both axial

and transaxial nonuniformities as a function of singles count

rates. Within the range of singles counts observed during

patient imaging, residual error after applying all corrections

was comparable to that of a commercial whole body PET/

CT system. Our results have indicated that DbPET/CT can

produce quantitative images, and the correction methods

studied here will be used to assess the utility of bPET for

monitoring therapy response in a clinical trial recently initi-

ated at our institution.
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