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These papers* are statistically motivated; the content is mathematical. The
motivation is this: Given is an s X s stochastic matrix A = ((a;;)) and an s X r
stochastic matrix B = ((b,;)) where A generates a stationary Markov process { X ,}
according to a;; = P[X, 41 = j|X, = 4] and B generates a process { Y',} described by
PlY, = k|X, = 7] = by, so if R is the set of integers 1, 2. . .r and R* = ;2 R,
R, = R (a point Y ¢ R® has coordinates 1), then the matrices A and B define a
measure P g on R, for k; e R
PuplYi=hk,Yo=lhe...V, =k, =
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where {a,,} is the stationary absolute distribution for A. The resulting process
{ Y.} is called a probabilistic function of the Markov process {X,}. Let A, be
the space of s X s ergodic stochastic matrices, A, the space of s X r stochastic
matricesand IT = A; X A;. The above associatesto # = (4, B) eIl and a stationary
vector a for A a measure P, on R”.

The Problem.—Y¥ix my € I and let a sample V4,Y>. . .Y, be generated according to
the distribution P,,. From the sample Y...Y, obtain an estimate II,(Y) of m
so that I1,(Y) — = a.e., P,,. Throughout this paper = is fixed and = varies in II.

The M athematics.—Part I (classification of equivalent processes) demonstrates
that the problem has a solution in the following sense: Let M [n¢] = {weHlP, =
P,, as measures on R”}. Clearly the points of M [r,] cannot be distinguished by
any finite or infinite sample. The description of M [xe] is crucial in our study.
Let @; be the symmetric group of degree s operating on the integers 1 through s.
(gs acts on II by O'(A,B) = (UA,G’B), (O'A)” = Qqg(i), o(4) (O'B)jk = b,(j)k for o € (\S.:s.
Observe that P,, = P, as measures on R”. The main result of part I is

THEOREM 1. There is an open subset Iy of I of Euclidean measure 1 such that for
mo € o, M [my] = Cymo, 1.e., mo 18 distinguishable up to permutation by the measure
P, (Cym = {a'1ro|0' € @3} ).

Part IT (limit theorems and statistical analysis) extends and generalizes the
results of reference 1. For each n and each Y ¢ R” there is a function H,[7,Y ] on II

1
defined by H,[7,Y] = " log P,,{ Y,Y,. .. Y,,,}; thus, each H,[r, ] is a random

variable on the probability space (R*,P,,). The value H,[r,Y]is a function on II.
These random variables hold the solution to our problem, as the following shows.
TueoREM 2. lim H,[r,Y] = H, (=) exists a.e., P,,.

Tueorem 3. H, (v) < H, (o) and H, (r) = H, (m) iff = € M[m].
Define I1,(Y) = {’ ¢ I|x’ maximizes H, [,V ]}.

Tueorem 4. I1,(Y) > M|[n] a.e., P,,.

Theorems 1 through 4 theoretically solve our problem. Note in particular the
importance of the function H, () in view of Theorems 1 and 3.

Part III (Morse theory) makes a further study of the function H, (x) for = e II; =
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{(A,B) € 1r|a, ;2= 8, by > 8}, & > 0 and ties the theory together with the following
theorem of reference 2: M a class of functions 3 on II such that if f € 3, there is a
transformation 7,:II — 1I with the property that fr,(x) > f(x) and fr(x) = f(x)
iff  is a critical point of f. The class 3 contains cach H,[x,Y]; thus, a procedure
which is naturally suggested for dealing with the problem is: Given Y;...Y,, let
f = H,[xY] and take II"(x,Y) = I}_l_x»n 7(x) for any well;, (In great generality

this limit exists; for complete validity let II*(«,Y) be the accumulation points of
{ T (1r)} .)  How good is this estimate of 7? The main theorem of part III answers
this with

THEOREM 5. Let mo e Iy N II;. ™ an open set U,, containing M [mo] such that
given e > 0, H N(e) D P{ YIH"(‘;r’,Y) € M[w,e]} >1—ceforn>N(),Va' elU,,
(M [7o,€] is the set of points of IT; whose Euclidean distance from some point of M [o]
is less than e.)

The proof of Theorem 5 rests on a study of the critical points of H,(r), in
particular,

TuEoOREM 6. H, () is an analytic function of the coordinates of = for = € Il,.

THEOREM 7. The critical point set M'[xo] of H, () (as a function of =) is an
analytic variety, and the points of M’ [m,] which are absolute mazrima, i.e., the points of
M [mo], are isolated critical points if mo € Il N II,.

Congecture.—All critical points of H,,(x) are nondegenerate for o € Ilo N II;, and
the critical points which are local maxima are precisely the elements of M [m].

Corollary of Conjecture.—Theorem 5 holds for any =’ € II,.
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